Request for Information (RFI)

PowerBuilder Application Conversion

To a GCSS-AF Level 4 Compliant Architecture

Purpose

This document is being used to help determine the feasibility of converting the Air Force Maintenance systems currently implemented in some version of PowerBuilder into a Global Combat Support System – Air Force (GCSS-AF) Level 4 compliant application; the availability of commercial tools and services to perform such a conversion; and the return on investment (ROI) of such a conversion.  

The focus for this effort is the Depot Maintenance System Integration (DMSI) applications, but other applications within the Integrated Logistics (IL) domain may also be converted.  The following paragraphs describe the systems to be converted, the underlying architecture of the current applications and some of the technologies that were used. 

System Information

The Air Force is committed to using GCSS-AF Integrated Framework (IF) for its underlying system infrastructure to better support the needs of the Warfighter.   Additionally, the Air Force Materiel Systems Group (MSG) has several supply and maintenance systems implemented in various versions of PowerBuilder.  The problem is, however, that PowerBuilder (EA Server) is not a part of the approved GCSS-AF IF components.  Therefore, these legacy applications need to be converted or reimplemented into a GCSS-AF compliant technology, such as J2EE (Websphere) or .NET.  

Some of these applications also use a standardized framework, created by NCI (www.nciinc.com) for PowerBuilder applications, called Spectrum System Development Architecture (SSDA).  Again, SSDA is not part of the approved GCSS-AF infrastructure.  There are several versions of this framework that are in use as indicated in the matrix below.   The following list also shows the lines of PowerBuilder code in the application.  Additionally, the table below lists the Depot Maintenance System Integration (DMSI) suite of applications, which are the primary focus of this investigation.


	System
	DSD
	PowerBuilder version
	SSDA Version
	Lines of Code
	Screens/

Reports/

Interfaces

	ALSDS
	E046B
	8.0.3
	JSP 
	224,039 total, 83,049 effective
	149/35/16

	DMMSS
	G005M
	8.0.3
	Client-Server 
	32,160 total, 11,921 effective
	55/29/39

	PDMSS
	G097
	8.0.3
	JSP 
	209,080 total, 75,739 effective
	310/69/7

	ITS
	G337
	8
	Power Dynamo 
	377,880 total, 140,076 effective
	125/80/16

	JOPMS
	G004L
	8.0.3
	JSP 
	756,599 total, 280,207 effective
	163/94/78

	EPS
	G402A
	8.03
	Client Server
	522,438 total
	--/12/26


Table 1.  PowerBuilder Applications in DMSI

Total lines are the number of physical lines within the program, while the effective lines are the actual number of individual executable commands (without comments and per executable statements – even those that span several physical lines).  The effective lines are the number of lines that must be developed/converted.

While the DMSI applications are the primary focus, the following is a list of additional applications within MSG/IL that also require conversion:

	System
	DSD
	PowerBuilder version
	SSDA
	Comments

	SAM
	D087C
	9
	N/A
	

	REALM1
	D087G
	9
	N/A
	

	REALM2
	D087H
	7, may merge with SAM, which is at Ver 9
	N/A
	

	PRS
	D087Q
	7
	N/A
	

	MWAS
	D086
	7 (production), 9 (in test)
	Uses an old, unsupported version of SSDA
	

	CIDS
	J018R
	8.0.2, going to 9
	N/A
	

	ABACUS
	H084A
	5
	N/A
	Due to be turned off in Jan/Feb ‘05

	DMAPS
	
	8.0.3
	N/A
	H033 is the part that uses PowerBuilder


Table 2.  PowerBuilder Applications, non-DMSI
Depot Maintenance System Integration (DMSI)

In 1998, AFMC/LG began an initiative to modernize key information technology applications supporting the depot repair processes and to migrate them to a more current technology.  The approach created a shared data environment, the Consolidated Operational Data Base (CODB) to perform data management functions for the core maintenance systems.  Nine of the maintenance systems were chosen for modernization with the five core DMSI components (described in the following paragraphs) subsuming the functionality of the other four (Air Force Labor Standard Mechanized System – Maintenance – E046A, Directorate of Maintenance Remote Data collection System – G014, Maintenance Workload Management Systems – G336, MDS/Project Workload Analysis Planning System – G037E).

DMSI Core components:
Depot Maintenance Material Support System (DMMSS)(G005M)  - G005M acts as a repository for material standards and production/issue history, which supports increased productivity of the Depot Maintenance Work Centers.  It provides part number to stock number cross-reference, history of National Stock Number (NSN) changes, and retrieves, stores and updates Bill of Material (BOM) standard data.

AFMC Labor Standard Data System (ALSDS)(E046B) – E046B establishes and maintains labor standards for maintenance planning and production costing.  It provides information on data used for capacity planning reports that will evaluate workload and personnel in terms of skills, and a simulation capability in order to determine the impact on skill capabilities and requirements in relation to workload changes.

Job Order Production Master System (JOPMS)(G004L) – G004L provides a repository for storing the production number master records.  It also provides the user ability to track customer work requests, record work authorizations, maintain temporary work plans, record end item production, and document standard labor hours earned during depot level maintenance.  Number of Users (approximate):  3496

Programmed Depot Maintenance Scheduling System (PDMSS)(G097) – G097 is the USAF standard Project Management Information System, which facilitates planning, tracking, schedule execution, and performance measurement activities for programmed and unprogrammed depot maintenance workload.  The application provides performance measurement visibility and workflow scheduling by operation and major job.

Inventory Tracking System (ITS)(G337) – G337 provides the capability to develop, store, and retrieve BOMs for aircraft engines and subassemblies.  It tracks parts through the maintenance overhaul line, assigns tracking numbers to all parts from induction through disassembly repair and reassembly, and maintains configuration through part number tracking of installed engine subassemblies

Consolidated Operational Database (CODB) (Q302) – CODB provides an on-line transaction processing integrated repository of standard data based on the command-wide data model for the Depot Maintenance Systems for the Air Force Materiel Command.  The modernized systems described above utilize the CODB relational database to store and retrieve the information which was once stored with each application.  This integrated database provides a complete view of data across applications, reuse of software, and reduces redundant and sometimes conflicting values.  

Exchangeable Production System (EPS)  (G402A) – EPS provides access to workload requirements data, end item availability data, job order number data, production count data, end item production data, on-line information used to manage Depot Maintenance Supply Centers (DMSC) and bench stocks.  Data reflects component inventory quantities and location, material support requirements, backorder information issue history, interchangeable/substitute stock numbers, bench stock locations, a component part number/stock number cross-reference, rob back actions, and DMSC kitting, AWP procedures, DMSC/paper integrate procedures, and non-NSN requisition procedures.  The current legacy system was written in COBOL, with the refreshed version in PowerBuilder and SSDA.  The refreshed version is scheduled to be fielded in Jul/Aug 2005.

GCSS-AF

The Global Combat Support System – Air Force (GCSS-AF) Integration Framework (IF) provides the structure, conventions, policies, and mechanisms for building integrated and interoperable combat support automated information systems.  The GCSS-AF enterprise architecture embraces a set of open technical standards, and is implemented with best-of-breed commercial products, such as .NET and Websphere (based on J2EE).  These standards and common technical services provide value to the Air Force through increased system interoperability and information sharing, while lowering total cost of ownership.

The GCSS-AF Integration Framework is designed to host state-of-the-art component-based distributed computing while facilitating the integration of legacy systems in a secure and trusted environment. It is a collection of software, hardware, and software engineering practices that has been designed to provide a system of common services and practices that software components will use to inter-operate.   The purpose of the GCSS-AF IF is to provide a set of services that enables programs to benefit from the system interoperability objectives established by the GCSS-AF Architecture.
The main services the GCSS-AF Integration Framework provides are:

· Robust Security Services

· Authentication (Single Sign-On)

· Authorization (Role-Based Access to System Resources) 

· Web-Enabling Services

· Messaging Services

· Data Services

· Distributed Transaction Processing Services

· Application Server Services

· Error Handling and Reporting

· XML Business Object Document (BOD) Schema and 

· Document Type Definition (DTD) Repository
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The GCSS-AF IF has four levels of integration, each progressively integrating with more and more of the framework until the application itself essentially becomes a part of the framework.  Level 1 requires that the application use the GCSS-AF standard security and logon and is accessible through an URL.  Level 2 requires the Level 1 requirements with the following changes:  requires that data exchanged between applications uses GCSS-AF through a GCSS-AF cluster; requires the use of basic Message-Oriented Middleware (MOM) (queries); and requires a further use of the GCSS-AF security services.  Level 3 requires the Level 2 requirements with the following differences: transactional data is to be exchanged between applications; the data within the application has a designated stewardship; and the use of formal standards for data definition and sharing, such as XML, OAGIS BODs, Web service (SOAP, WSDL, UDDI, etc.), and a component repository (GO XML).  Level 4 requires the Level 3 requirements with the following additions and changes: the application is to be decomposed into components that represent units of function and must be reusable, dynamic, and use public interfaces; business process and Warfighter needs dictate specific uses; and the application physically resides within GCSS-AF clusters.

This effort requires a transition of the PowerBuilder applications to a Level 4 GCSS-AF compliant architecture.  Level 4 is where there is centralized operational and administrative control of the application where it is managed as an Enterprise Component residing in a GCSS-AF cluster.  It utilized the GCSS-AF services, including the application-to-application security with role-based, single-sign on user access with certificate-based mutual authentication.  Level 4 also requires access and use of the application through the Web (must be Web-enabled).  Data is formally defined and stewarded as it moves from application-to-application and application-to-user.  Data is moved via tested and registered Business Object Documents (BODs) whenever possible.  Additionally, for Level 4 compliance, all the application logic and persistent data must be under the operational management and physical control of the framework operations group.  

To fulfill GCSS-AF Level 4 compliance, the application must use only GCSS-AF approved technologies, such as the following:

	Oracle RDBMS 9.2.0.3
	Tivoli Access Manager 4.1

	IBM Websphere 4.0.2 and 5.0 Network Deployment
	IBM MQSeries 5.3

	Broadvision 7.0
	DRE 5.3.10

	Distributive Index Handler 4.1.10
	PinaB 4.2.3

	User Agent Server 4.0.6
	HTTP Fetch 2.3.18

	Websphere Application Server (WAS) 5.0
	Bantu Instant Messenger (dated 1/1/04)

	Banter 3.1.0.9
	Blue Coat Server (release Mar 04)

	SQL Server 2000
	Sun Solaris 7.0 and 8.0

	Windows NT, 2000 and 2003 EE
	Oracle Applications Server 9i 9.0.3 

	Cold Fusion MX 6.1
	BizTalk Server 2000 and 2003

	Windows 2003 IIS server 6, Enterprise Edition, v 6.0
	Microsoft Operations Manager 2000

	COGNOS
	Tam 4.1

	Microsoft Enterprise Architecture
	Oracle Discoverer for Single Sign On

	Microsoft .Net
	


Spectrum System Development Architecture (SSDA)

The MSG Software Factory (SF) Development Activities and contractor units were selected to lead the modernization efforts for DMSI with an emphasis on standardized processes and tools.  A key technology chosen was the SSDA System Development Architecture (SSDA) provided by NCI Information Systems headquartered in Reston, VA.  The SSDA is a software architecture/framework that is used by the MSG to build standard, structured, and scalable enterprise level applications.  The SSDA supports two distinct environments, client/server and web, and both leverages the Sybase open standards tools (i.e. Enterprise Application Server and PowerBuilder) and technologies. The SSDA also uses many other industry standard technologies and tools such as JSP, JSP Tags, JavaScript, Oracle stored procedures, XML, JavaBeans, CCS, and smlPortal (3rd party reporting tool).  Oracle is the database of choice by DMSI and the SSDA completely supports it.  There are 3 specific versions of the SSDA that DMSI has implemented in their development and/or production environments: client/server, PowerDynamo WEB, and JSP WEB. The SSDA provides a standard infrastructure design for the DMSI components and a host of common application services. These services are describe below:

Application Administration (Security):

· The SSDA provides a complete application level security service and module that is used across all of DMSI.  The security service contains both role and field level application administration.  

· The SSDA has 4 levels of login validations:  1.  Validates the username and password are correct and the user has an active Oracle account.  (This check will be bypassed once RSO is implemented)  2.  Validates that the user has access to the specific application they are attempting to login to.  3.  Validates that the user of the specific system has been assigned an access group/role.  4.  Validates that menu options for that access group/role have been assigned.  If any of these checks fail, the user is not permitted into the application.

· The SSDA provides a complete application administration module to allow quick maintenance of the security data within each application.

Transaction Management:

· The SSDA provides a standard and structured way for application to handle transactions.

Transaction Logging:

· The SSDA provides audit logging on all transactions performed (update, insert, delete, select) in the application.  Application administrators have access to this data via the Security Module.

Error Handling:

· The SSDA provides a specific error handling service and is used across all of DMSI.  Developers are able to execute a specific SSDA error function that will call a detailed, user-friendly message to be displayed in the browser or window.   Error messages are maintained in the database and can be modified using the application administration screens in the Security Module.  This eliminates the need for hard coding of messages.  Each DMSI component maintains their application specific error messages and DMSI maintains global messages.

Service Boundaries (Application partitioning):

· The SSDA governs the partitioning of process and data, and application designers and developers are freed to concentrate solely on application requirements (not application infrastructure).  The application is partitioned such that the client workstation provides a “thin” graphical user interface.  By “thin” it is meant that business rules and database services are not implemented in this environment.  The role of the user interface is defined as providing only presentation services.  The presentation service layer calls into fully encapsulated business processes known as System Business Transactions (SBTs).  SBTs are partitioned to a network application server platform, are completely independent of presentation services, and do not directly modify the database.  Database updates are executed by SBTs calling a data service layer that is populated with System Utility Transactions (SUT).  The SSDA has clear well defined service boundaries:

· User Interface Layer:  may be rendered in either a browser or a Windows client (using a native Windows application).  This service partition implements the user interface to the network resident business rules.

· Business Process Layer: populated by System Business Transactions.  SBT is defined as a component or module that encapsulates a specific business service.  The SSDA supports the implementation of this service partition as database stored procedures, PowerBuilder CORBA objects, or Enterprise Java Beans.  The important point is that, regardless of the implementation of the SBT, the client (i.e. caller of the service) may be any GUI partition object or another Business Process Layer object.

· Data Service Layer:  manipulates the database and services both GUI and the Business Process Layer.

Application Scenarios (Design Patterns):

· An application scenario is defined as application behavior, including look-and-feel and non-visual implementation, which fulfills a pre-defined set of user/application interactions.  Specific scenarios exist for both client/server and web applications.

Common Look & Feel:

· The SSDA provides a common user interface between all DMSI systems.  This simplifies application navigation for users who have multiple systems within DMSI.  This system design applies to both client/server and web applications.

· SSDA web supports a dynamic tree view or dropdown menu user interface.  This interface can change by simply changing a configuration setting.

Configuration Page:

· Dynamic configuration settings for SSDA web applications.

Generic Functionality:

· The SSDA provides applications with the following functionality:  sort, filter, and find with standard record manipulation (insert, update, delete) and record navigation (next, previous, first, last) functions.

· Standard applications help service.

· The SSDA client/server provides common controls such as command buttons, tabs, radio buttons, check boxes, etc.

Report Engine:

· The SSDA has an integrated, third party reporting tool, smlPortal, to be used by DMSI systems.

*** See Questions/Information to be Disclosed/Addressed In Response below ***

INFORMATION TO BE DISCLOSED/ADDRESSED IN RESPONSE TO RFI TO DETERMINE THE VENDOR(S) CAPABILITY TO PERFORM THE CONVERSION:

1. What is the target date/number of days the service/tool can convert the PowerBuilder application to?  Can it convert to either J2EE-compatible technology or .NET?  If J2EE is a target, will it run on Websphere?

2. How much of the conversion is automated?  How much is manual?  

3. How long does an average conversion take to complete?  Completion is defined as converted, production-grade code that is fielded.  

a. What volume of conversions can the vendor handle at the same time?  In other words, how many people does an average conversion require and how many can be handled at the same time?

b. What type of support is required from Government users, engineers, testers, etc. during the conversion process?  How much support (in approximate hours) would be required?

c. How much lead time (time between decision to start to actually starting) is average for a conversion process?

4. Is the tool/methodology available now?  What are the current plans for upgrades and support of the tool/methodology for the next 5-10 years?

5. Describe the process to complete and the players involved in each stage.  Also include the time estimated for each stage of the process.  

a. Does the process/tool require re-engineering portions of the original application?  If so, how does the vendor ensure that the resulting converted application provides the same functionality that the original application did?

b. What types of test(s) are performed to ensure that the conversion is complete and successful?  At what point in the process is it performed?  How involved are the users and customer engineers during testing?

c. Where does the vendor perform the conversion?  On their own equipment?  On Air Force equipment?  If performed on the vendor’s equipment, how do they ensure that it will work on Air Force equipment once the conversion is complete?  If performed on Air Force equipment, what hardware and software is required?

d. Does the process include a specific tool or set of tools?   Are those tools commercially available?  

e. Does your tool/methodology allow for some re-engineering of the application, such as performance tweaking, modification of business rules, or modification of process logic?  If so, at what point would this occur in the process?

6. Potential Offeror/Company Information. 

a. How long has the company been in business?  

b. How large is the company?  How many employees?

c. What are the company’s areas of business?  Which areas are the largest and most active?  What is the primary business?

d. How is the company organized?  (description of management structure and/or organization chart)

e. How large is the company in terms of revenues and personnel?  What is the breakdown in the types of personnel – technical, support, administrative, management, other (please list)?

f. Has the company done similar conversions to what is needed here?  If so, what are the details on the project, including value, point of contact, a description of the project itself, length of project, and size of project (lines of code and user interfaces)?  Please provide reference projects.

g. How much of the company is committed to providing the conversion service similar to the one needed by the Air Force?

h. Has the company performed any other work similar to this for some group within the DoD?  If so, please provide a Description of that project and whom it was done for if not already provided.

i. Is the company owned in the United States?  If not, what is the nationality of origin?  Is it publicly held?

j. Would non-US citizen personnel be used to perform conversions?  If so, do they currently hold green cards?  

k. Do any of the personnel who perform these types of conversions currently hold a successful National Agency Check?  If not, would it be possible for them to apply and successfully obtain one?

l. What types of training, certifications and experience do your personnel have to make them qualified to perform these types of conversions?

7. Will training be required for the conversion process?  If so, what is the form and type of that training?  Will it be a cost over and above the cost of the conversion?  At what point in the process is the training necessary?

8. Is there documentation for the tool or process?  If so, what is the form and type of that documentation?  Will it be a cost over and above the cost of the conversion?  

9. Is there any sort of warranty on the conversion?  How does the vendor provide post-conversion support?  What does this support cost, or is it included in the conversion cost?  How long does this support last?

10. What technologies are used by the converted application?  Are there any proprietary data or code files in the converted application?  Are the technologies used on the list of GCSS-AF technologies listed above?  If not, what technology is being used that is not on the list?

11. Who owns the converted source code?  Is vendor maintenance required after conversion complete?

12. Is there a cost saving if multiple conversions are performed?  If so, what are the criteria for that cost savings (type of code, type of system, etc.)?  Is there any time or number of applications limit on the cost savings (are the savings only good for a specific length or time or number of applications)?

13. Is there any additional information about your company that may help us determine how well you may provide conversion support?

14. Provide an estimated cost to convert the DMSI applications (first table above).  Please break down this cost by labor and non-labor.  
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