FA8770-03-R0047

Attachment 8

10 Oct 03

ATTACHMENT 8

Materiel Systems Group (MSG)

Materiel Planning, Budgeting, and Execution (MPBE) 

Performance Work Statement (PWS)

SAMPLE TASK
NOTE:
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1.0 Introduction

The Materiel Systems Group (MSG) is transforming from an Air Force Central Design Activity (CDA) to a customer-focused provider of choice for Information Technology (IT) products and services that support warfighter mission objectives.  In line with the United States Air Force (USAF) strategic direction of shifting from platform/threat-based to effects and capabilities-based planning, budgeting, and operation, the requirements for this solicitation will be specified in terms of effects.  An effect is a desired outcome.  A capability is a collection of people, processes, and technologies that interact to produce the desired effects.  The EITA expected high-level effects are: 

· Broad spectrum of IT acquisition, development, maintenance, and operations products and services 

· “World Class” IT products and services based on best practices from industry, academia, and government 

· Effective facilitation of agencies’ transformation initiatives in an ever-changing technology and business environment through leveraging of commercial-off-the-shelf (COTS) products and services

· Efficiency, stability, and predictability through long-term, equitable government – contractor partnerships

· Best value products and services to the government based on an appropriate blend of COTS, commercial practice, innovation, and risk management

· Synergistic implementation of applicable commercial, national and international standards and government mandates

· Timely, transparent user access to required information and services through integrated enterprise approaches that maximize interoperability

· High levels of security, reliability, availability, flexibility, expandability, scalability, portability, sustainability, and performance, through a systematic, disciplined system engineering process

· Rapid deployment of capabilities and significantly reduced risk through agile acquisition and spiral development.

2.0 Contract Objectives

The purpose of this sample Performance Work Statement (PWS) is to provide Offerors a notional set of broad spectrum functional effects, called Materiel Planning, Budgeting, and Execution (MPBE), to ensure that the Offeror’s proposal has the breadth and depth to satisfy current and future needs.  The successful Offerors will provide enterprise solutions that effectively integrate capabilities needed to produce these required effects.  The type of effects specified in this sample MPBE PWS apply equally to supply, maintenance, materiel management, business operations, financial management, procurement, and other related business areas for which the selected contractor teams will have responsibility.

3.0 Background

MSG provides information solutions to customers including the United States Air Force (USAF) and other government agencies in the combat support, national defense, and business operations arenas including Supply, Maintenance, Transportation, Materiel Management, Business Information, Financial Management, Procurement, Human Resources, etc.  MSG customers are undergoing major transformations in how they do business.  To better serve them, we must understand our customers’ business, and ensure that contractor-proposed capabilities/solutions are in line with our customers’ strategic goals.  At the same time, MSG and the different government organizations on which we rely to carry out our tasks (such as Defense Information System Agency (DISA)) are themselves undergoing major transformations.  Furthermore, MSG and its contractors must adhere to and implement the various architectural initiatives that are under active development and evolution with the Department of Defense (DoD).  Attachment A provides applicable transformation initiatives.

4.0 Tasks

In this section, all requirements are specified in terms of effects.  The Offerors are encouraged to analyze the effects, determine the best way to achieve the effects, and propose innovative capabilities/solutions.

4.1 MPBE Task Overview

MPBE encompasses the automated and manual functions involved in the Air Force Materiel Command (AFMC) materiel management process.  This process forecasts and controls the procurement and repair of all materiel needed for logistical support of weapon systems operated by the Air Force.  High level functionality is as follows:

· Permit the creation of real and what-if peacetime and wartime scenarios

· Provide a means for understanding the inventory and reorder impacts of real and projected repair actions that can impact economic order and repair quantities

· Forecast spares, repair parts and equipment needed in various scenarios

· Permit the automated capture of failure and condemnation rates for factoring into other planning and forecasting activities

· Depict the impact on materiel management of capabilities of the different bases and depots involved in the repair and maintenance process

· Calculate all repair, buy, excess, termination and condemnation quantities 

· Calculate all administrative and program lead times for spares, repair parts and equipment availability to meet scheduled activity, and feed lead times into repair and maintenance scheduling processes

· Permit the assignment and arrangement of priorities

· Generate purchase requests for spares, repair parts and equipment for input to acquisition systems

· Enable the exploration of substitutability and interchangeability, and how they impact available inventory levels and operational performance.

Attachment C provides descriptions of the MPBE, MPBE user base, MPBE operating environment, MPBE subsystems currently deployed to carry out MPBE functionality today, and various relevant modernization efforts that are currently in progress.

The MPBE solution will employ to the maximum extent possible Commercial-Off-The-Shelf (COTS) packages that can perform MPBE functions.  For any functionality that cannot be performed by COTS packages, existing functionality will be modernized or new functionality will be built to provide the needed capability, and will be integrated with the COTS capability.

Overall Effects:

MPBE is expected to be a streamlined and simplified solution for the forecasting, planning and control of materiel and capacity that:

· maximizes Air Force readiness

· increases the number of sorties and training flights

· improves the effectiveness of the flights

· dramatically improves the speed, agility, dependability, and precision of our logistics operations

· improves parts supportability for AF Weapons systems

· leads to significant improvements in supply chain order fulfillment, cycle time, and cost efficiency

· reduces investments in parts and equipment while simultaneously reducing delays due to parts and resource shortages

· is much easier and more cost effective to maintain and operate.

4.2 Specific Task AREAS

The following subparagraphs define specific effects required for MPBE.

4.2.1 Enterprise Business Integration

The activities associated with utilizing the functionality offered by MPBE must be completely integrated from an enterprise perspective with the rest of the business processes in the current and evolving Air Force operational architecture.

Effects:

· MPBE standard business processes have been established that consist of ordered sequences of activities and fully utilize the functionality of MPBE.

· Existing business processes associated with material planning have been reengineered and fully coordinated with the customer, and MPBE business processes are fully integrated and successfully interoperate with the rest of the business processes in the AF with which they must interact.

· The affected organizations and their culture(s) have changed to successfully adopt and operate the MPBE solution, and the users have been trained and are successfully and productively using MPBE functionality.

· An effective and productive working relationship with the customer has been established.

4.2.2 Enterprise Architecture Integration

The new MPBE solution must be completely integrated with the rest of the solutions in the AF architecture, and must conform to all applicable technical standards and mandates.  The Government expects the contractor to utilize the Global Combat Support System – Air Force Integration Framework (GCSS-AF I/F) to minimize the need to create new functionality and infrastructure, and to maximize the enterprise reusability of those products and services that are created.

Effects:

· The MPBE solution has been architected and implemented with full functionality required to achieve mission objectives.

· The MPBE solution interoperates with all related functionality with which it must exchange information to provide seamless access to users.

· The MPBE solution is fully compliant with all applicable technical standards and mandates.

· The MPBE solution successfully operates with high levels of reliability, availability, and performance.

· The MPBE solution is easy and inexpensive to operate, manage, maintain, and extend.

· Rapid deployment of MPBE functionality is achieved through incremental releases.

4.2.3 Enterprise Data Integration

The data used and produced by MPBE must be documented and usable by other business processes with which MPBE must interoperate.  MPBE must use and exchange data with a number of enterprise data services.  Examples of enterprise data services with which MPBE must interoperate involve areas such as the Enterprise Data Warehouse (EDW), metadata management, document and records management, web content management, knowledge management, technical orders and engineering drawings, etc.  A description of the Enterprise Data Warehouse is provided in Attachment I.

Effects:

· MPBE data and metadata are managed as corporate assets that are available to all valid users any time, anywhere.

· The AF sees a demonstrably high level of MPBE data quality and security.

· MPBE data synergy is achieved by leveraging the EDW and other enterprise data services.
· MPBE leverages enterprise data service capacity and capabilities to achieve data integration that results in a reduced need for complex interfaces, analytical tools, and specialized infrastructures.
· All data needed to support MPBE capabilities is clearly defined as to source, format and required usage.

· The MPBE data strategy and data architecture are consistent with the USAF Enterprise Data Strategy and related architectures.

· MPBE data has been successfully migrated to the EDW and other enterprise data services in a logically phased manner that satisfies warfighter priorities, such as those expressed in the CINC 57 Priority Requirements, and that is consistent with other government planning and budgeting activities.

· An enterprise data management practice including processes and procedures to manage MPBE data and metadata has been institutionalized and is being successfully employed.
4.2.4 COTS Adoption

As described in Attachment A, multiple parallel efforts are underway to evaluate and select an Enterprise Resource Planning (ERP) COTS package for the AF.  Government policy is to use COTS as much as possible.

Assume that the AF has selected ERP Product X, which has most of the capabilities needed for supply chain management but none of the capabilities needed for MPBE.  Further assume that Product X will operate in the GCSS-AF I/F, can use any relational database management system, and will operate on any UNIX or Windows platform.  

This task involves the evaluation, selection, acquisition, configuration, integration, implementation, and sustainment of a COTS solution to fulfill the MPBE functionality and provide the needed capability.  The selected COTS package must be interoperable with Product X, the GCSS-AF I/F, EDW, the residual MPBE functionality, and other interfacing systems.

Effects:

· A COTS solution provides most (if not all) MPBE functionality.

· The selected COTS package interoperates with Product X, the GCSS-AF I/F, EDW, any residual MPBE functionality, and all other interfacing systems.

· The amount of effort required to configure and install the COTS-based solution, and integrate it with Product X, the GCSS-AF I/F, EDW, the remaining MPBE, and other interfacing systems is minimized.

4.2.5 Modernization of MPBE Residual Functionality

If the COTS package doesn’t fulfill some of the required MPBE functionality, this residual functionality must be re-engineered into a modernized solution.

Effects:

· All remaining MPBE functionality that is not provided by the COTS solutions has been re-engineered and modernized using state-of-the-practice capabilities and is available to MPBE users via a user-friendly interface.

· The modernized MPBE solution maximizes the reuse of GCSS-AF I/F components and services.

· The entire MPBE solution interoperates with Product X, the GCSS-AF I/F, EDW, and other interfacing systems.

· The amount of effort required to configure and install the entire MPBE solution, and integrate it with Product X, the GCSS-AF I/F, EDW, and other interfacing systems is measurably small.

4.2.6 Classified MPBE Data

The existing systems, which will be replaced by the MPBE, include a classified component (MPBE087R) which processes both classified and unclassified data.  The modernized MPBE solution will properly protect MPBE data at all required levels, including classified, unclassified, sensitive, and proprietary.

Effects:

· The classified MPBE solution employs the classified security and other appropriate services of the GCSS-AF I/F and meets all classified system security requirements.

· The classified MPBE solution is able to interoperate and exchange data with unclassified external functionality while meeting all security requirements.

4.2.7 Legacy Environment Transition and Maintenance

Legacy systems will either be replaced by MPBE COTS or re-engineered into a modernized MPBE solution as described in paragraphs 4.2.4 through 4.2.6.  Before the COTS solution and the modernized systems become fully operational, the legacy environment must be maintained in a highly productive state up to and during the phased/spiral deployment of the new MPBE.  As the functionality of a legacy system is fully replaced by MPBE, the legacy system must be decommissioned and taken out of service.  Various associated legacy systems may still exist after the initial deployment of the new MPBE, and these systems must be maintained until such time as they too can be replaced and decommissioned.

Effects:

· During deployment of the new MPBE, the existing MPBE legacy systems experience only minimal disruption of service and a high level of availability is maintained.

· Any production problems are resolved promptly with minimal disruption to overall operations.

· The legacy systems are regularly maintained to ensure the integrity of the software structure and a highly effective system operation.

· The legacy systems, data and operations transition smoothly to the modernized MPBE environment.

4.2.8 MPBE Operations Environment

GCSS-AF Program Management Office (PMO) has designated the Defense Enterprise Computing Center/Detachment at Dayton (DECC/D-Dayton) as the primary site for classified processing and as the secondary site for unclassified processing.  Defense Information System Agency (DISA) is undergoing transformation with its proposed “lights dim” operations.  DECC/D-Dayton will become a “process element” with a minimum of support personnel; system administration and support functions will be performed remotely.  Both unclassified and classified MPBE data will be processed at the DECC/D-Dayton facility and require contractor services to supplement the level of support provided by DISA.

Effects:

· An effective and productive partnership with DISA has been established for MPBE development, test and production processing.

· The DISA transformation has minimal impact to MPBE users.

· In the event of a natural or man-made disaster, MPBE operations can be resumed within 3 days.

4.2.9 Information Assurance

The MPBE must effectively protect AF data/information at all levels including classified, unclassified, sensitive, and proprietary, while enabling any required data exchange among those levels.

Effects:

· MPBE employs a high quality, cost effective, minimal risk security solution.

· MPBE experiences a minimum number of security breaches and their impact is small and contained.

· MPBE complies with all applicable security standards and mandates, and has received all necessary certifications to operate on the AF networks.

4.2.10 Best practices

The Government expects the contractor to employ best practices throughout the MPBE lifecycle, including systems engineering, risk management, requirement management, configuration management, test management, quality assurance, project tracking and oversight, training, etc. to achieve a high quality of IT products and services.  This requirement applies to all above task areas.

Effects:

· A highly productive collaborative partnership exists between the contractor and the AF.

· Contractor practices and processes meet or exceed Capability Maturity Model (CMM) level 3 standards and / or the corresponding CMM-Integrated (CMMI)certification level.

· MPBE information is openly accessible to all partners in a collaborative work environment.

· The amount of time and resources between MPBE functionality conceptualization and operational deployment is dramatically reduced.

Attachment A – Initiatives

A1.0  Customer Transformation Initiatives

Listed below are various applicable customer transformation initiatives:

A1.1 USAF/IL Logistics Transformation and Related Requirements

The need for speed, agility, dependability, and precision demand further improvements in our logistics operations.  As our warfighters migrate from the “mass model” of operations, our logistics system must continue to migrate to a lean, agile delivery system focused on meeting new warfighter needs—but at even lower costs.  This migration is Logistics Transformation and is currently being led by USAF/IL (Installation and Logistics).  Outgrowths of the Logistics Transformation effort include, but are not limited to: Single Supply; Global Combat Support System – Air Force (GCSS-AF); Spares Campaign; Advanced Planning and Scheduling (APS); Depot Maintenance Reengineering and Transformation (DMRT); and Maintenance, Repair, and Overhaul (MRO).

A1.2 Single Supply Initiative

It is the Government’s goal to build integrated installations and logistics information systems to better support the warfighter.  Functions should migrate to a component-based architecture using as many common components as possible.  The single supply architecture is being fielded by the Government on the GCSS-AF Integration Framework (I/F) and will be compliant with the Headquarters (HQ) USAF and USAF/IL data visions, strategies and architecture plans.  MPBE is part of the single supply initiative and must operate seamlessly with other Air Force supply systems.

A1.3 GCSS-AF Integration and Crosscutter Implementation

In May 2000, HQ USAF/IL established an Air Force-wide goal to build an integrated installation and logistics information system to better support the warfighter, streamline and measure performance of our operational systems, and reduce the cost of operating our information systems.  Functional Managers were tasked to consider consolidating and eliminating systems, and minimizing maintenance costs to free-up necessary resources to meet this goal.  Five specific objectives were identified, and GCSS-AF was selected as the Enterprise approach to deliver timely, accurate, and trusted combat support information within current restraints.  GCSS-AF will provide the horizontal and vertical shared environment for cross-functional information systems through an integrated framework.  The five objectives selected by USAF/IL were:

· Systems should be web-enabled.  No installations and logistics applications or functions should require desktop software/licenses beyond a web browser.

· The data in the application must be made available to all users with an approved need to know, in a completely seamless manner through the GCSS-AF I/F.  Data common to more than one function/application should be shared by those functions and kept in one logical repository.

· Applications that support the functions of installations and logistics must be broken down into components (business objects).  The functions should use as many common, existing components as possible and should migrate to a component-based architecture.

· The GCSS-AF I/F will provide integration services for use by future installations and logistics functions.  All installations and logistics support capabilities should function within the GCSS-AF I/F.

· Installations and logistics information systems shall capture all data via automated methods (Automated Input Technology (AIT), hand held or wearable devices) and use a Common Access Card (CAC).

A1.4 Spares Campaign Initiatives

Spares Campaign is a HQ USAF/IL lead initiative.  Because of a decline in mission capable rates for the past several years, the HQ USAF/IL Spares Campaign was established to investigate action that could improve parts supportability for AF Weapons systems.  The Spares Campaign identified 86 specific recommendations to improve weapons system support, reshape spares management throughout the Air Force, and improve mission capability.  A Spares Campaign initiative that may impact MPBE is Advanced Planning and Scheduling (APS).
A1.5 Advanced Planning and Scheduling (APS)

APS uses off-the-shelf technology for supply chain planning and decision support functions in a variety of commercial manufacturing, distribution, maintenance, and repair environments and generally, has resulted in significant improvements to supply chain order fulfillment, cycle time, and cost efficiency.  An APS Pathfinder effort was launched by the Air Force in February 2003.  The APS Pathfinder initiative will evaluate APS capabilities and limitations in an Air Force MRO environment and support an implementation decision by Air Force leadership.  The intent of the APS Pathfinder initiative is to validate an APS capability for creating a single logistics, system-planning baseline that integrates the various functional efforts (forecasting, inventory and distribution planning, maintenance and production planning) currently fragmented across a number of individual organizations, processes, and information systems.  As MPBE performs requirements forecasting computations, MPBE functionality may be affected by the results of the APS Pathfinder effort.  The potential APS implementation may have significant impacts on MPBE as some MPBE functionality may be subsumed by APS or need to be modernized to interface with or support APS processing.  

A1.6 Depot Maintenance Reengineering and Transformation (DMRT)

The goals and objectives of DMRT are to improve depot maintenance support to the warfighter and improve depot maintenance financial performance.  A number of initiatives are underway in support of DMRT.  One DMRT related initiative that may impact MPBE is MRO.

A1.7 Maintenance, Repair, and Overhaul (MRO)

The MRO effort envisions the application of the Manufacturing Resource Planning (MRP II)/MRO process to the Air Force Depot Maintenance business environment.  The MRP II/MRO philosophy integrates all planning and execution processes.  It uses improved information to reduce investments in parts and equipment while simultaneously reducing delays due to parts and resource shortages.  It provides the mechanisms for providing the materials and resources to fulfill the needs identified by agile logistics.  Specifically for Depot Maintenance this includes materiel planning, capacity planning, shop floor control, material forecasting and closed loop processes. 

A1.8 Enterprise Resource Planning (ERP) Study

USAF/IL is conducting a “Way Ahead Study” to determine the best approach for adopting ERP COTS as a Combat Support / Business Operations solution. A number of ERP COTS packages could possibly support most of the AF requirements.  However, due to statutory requirements and some unique AF operations, no single ERP COTS package may be able to satisfy all AF requirements. The AF could select an approach where an ERP package would provide the backbone of the solution that satisfies the majority of AF requirements, and either additional packages or custom solutions would fulfill any residual functionality or capability gaps.  Any ERP approach will require an integration-focused methodology.  

A2.0  Enterprise Architecture Initiatives

Listed below are a few of the applicable enterprise architecture initiatives that MSG is obligated to conform with and/or implement:

A2.1 Enterprise Architecture for Procurement (EAP)

The overall vision of the Procurement Transformation effort is to improve mission responsiveness by leveraging world-class processes and technology in a web-based environment.  One particular goal of this vision is to enable 98% of Air Force Procurement actions to be accomplished in an electronic environment.  An eProcurement capability is necessary to meet this goal.  As part of the Procurement Transformation effort of the USAF, SAF/AQC initiated the Enterprise Architecture for Procurement (EAP) to design the procurement system of the future for Air Force contracting.

A2.2 Future Logistics Enterprise (FLE) 

The Future Logistics Enterprise (FLE) is the DoD’s strategic vision to accelerate logistics improvement to enhance support of the warfighter.  The primary objective of the FLE is to ensure consistent, reliable support that meets war-fighter requirements through enterprise integration and end-to-end customer service.  The FLE is focused on six interrelated, collaborative initiatives across the services and agencies that directly improve warfighter support, address known structural problems, and accelerate the achievement of DoD's long-range vision. Several highlights of this project include: 

· Transformed a collection of separate, pre-existing FLE models and documentation into a consistent, centralized repository using the ARIS toolset and methodology

· Implemented a true Supply Chain Operations Reference model (SCOR) architecture 

· Integrated the FLE architecture with DoD's Business Enterprise Architecture and the Navy's ERP Architecture, thereby demonstrating end-to-end process flow in support of the warfighter

· Developed comparative models of selected DoD processes with both SAP and Oracle standard reference models.

Some additional information on government architecture tools and repository follow:

Architecture Tools

Business Enterprise Architecture – Logistics (BEA-Log):  

· ARIS toolset for operational views 

· NetViz graphic representation for systems views

SSG, AF/IL architectures:

· Proforma ProVision for Business Process Analysis 

· Rational Rose for Systems Development Using OOAD
GCSS-AF:  Rational Rose

AF Infostructure Architecture:  Popkin System Architect 

Architecture Repository

Defense Architecture Repository System (DARS).  (scheduled to become available in the Fall of 2003)

A3.0  Other Transformation Initiatives

Listed below are various other applicable transformation initiatives:

A3.1 MSG Transformation

MSG is transforming from an AF Central Design Activity (CDA) to a customer-focused IT solution provider.  MSG will become a lean, agile, and high performance organization.  In line with DoD’s strategic directions, MSG will partner with the customer and industry to transform the AF combat support and business operations IT infrastructure from a platform-centric to a net-centric environment.  In addition, MSG will streamline IT acquisition, maximize the use of COTS turnkey solutions wherever possible, use an enterprise approach for data and information solutions, and reduce redundant IT investments.

A3.2 DISA Transformation

DISA is the major provider of operating platforms, facilities, and operations services for MSG systems.  DISA is consolidating its many full-service processing centers to a smaller number of centralized facilities which will be responsible for remotely administering a small set satellite “lights dim” facilities.  Local system administration, help desk, system operations, and customer support will only be provided at the centralized sites.  For the rest of DISA sites, DISA will use remote system administration and support, thus, drastically reducing the number of its processing centers and support personnel.  DISA transformation may have significant impacts to MSG systems processed at DISA sites using remote system administration and support.  MSG systems may need to acquire supplemental contractor support to fill the void in the “lights dim” operational environment.

Attachment B – Acronyms and Definitions

B1.0 Acronyms Used in the SAMPLE MPBE PWS

	A&S 
	Administration and Support

	AAM
	Aircraft Availability Model

	ACSN
	Advanced Change Study Notice 

	AF
	Air Force

	AFB
	Air Force Base

	AFMC
	Air Force Material Command

	AIT
	Automated Input Technology

	ALC
	Air Logistics Centers 

	APS
	Advanced Planning and Scheduling 

	BOD
	Business Object Document

	C&A
	Certification & Accreditation 

	C/SSR
	Cost/Schedule Status Report 

	C4ISR
	Command, Control, Computers, Communication, Intelligence, Surveillance and Reconnaissance

	CA
	Computer Associates

	CAC
	Common Access Card 

	CC LCM
	Configuration Control - Life Cycle Management

	CICS
	Customer Interface Control System

	CM
	Configuration Management

	CON
	Certificate of Networthiness

	COOP
	Continuity of Operations Plan 

	COTS 
	Commercial-Off-The-Shelf 

	CPSG
	Cryptologic Services Group 

	CPU
	Central Processing Unit 

	CSRD
	Communications-Computer Systems Requirements Document 

	CTO
	Certificate to Operate

	DAL
	Data Accession List 

	DBDD
	DataBase Design Description 

	DBMS
	DataBase Management System

	DECC
	Defense Enterprise Computing Center

	DECC/D-Dayton 
	Defense Enterprise Computing Center / Detachment - Dayton

	DISA 
	Defense Information System Agency

	DLA
	Defense Logistics Agency 

	DR
	Deficiency Report

	DSD
	Data System Designator

	EAP
	Enterprise Architecture for Procurement

	ECP
	Engineering Change Proposal

	EDW
	Enterprise Data Warehouse

	ERP
	Enterprise Resource Planning 

	ETL
	Extract, Transform, and Load

	FD
	Functional Description 

	FLE


	Future Logistics Enterprise

	GCSS
	Global Combat Support System

	GCSS-AF
	Global Combat Support System - Air Force

	GCSS-AF I/F 
	Global Combat Support System - Air Force Integration Framework

	GFE
	Government Furnished Equipment

	GFI
	Government Furnished Information 

	GSA
	General Services Administration

	GUI 
	Graphic User Interface

	HQ
	HeadQuarters

	IEEE/EIA 
	Institute of Electrical and Electronics Engineers / Electronics Industry Association

	IMS
	Integrated Master Schedule 

	ISSL
	Initial Support Spares List 

	IT
	Information Technology

	ITSEP
	Information Technology Solutions Evolution Process

	LASE
	Logistics Asset Support Estimates

	MAJCOM
	Major Command

	MDF
	Multiple Domain Facility

	MPS
	Materiel Planning System

	MRO
	Maintenance, Repair and Overhaul

	MRP II
	Manufacturing Resource Planning

	MSG
	Materiel Systems Group

	ODC
	Other Direct Cost

	OSD
	Office of the Secretary of Defense 

	PMO
	Program Management Office 

	PMR
	Program Management Review

	PWS
	Performance Work Statement 

	QA
	Quality Assurance

	RDB 
	Requirements Data Base

	RFP
	Request For Proposal

	ROM
	Rough Order of Magnitude

	RUP
	Rational Unified Process

	SCN
	Specification Change Notice 

	SCOM
	Software Center Operator Manual 

	SDD
	Software Design Description 

	SDP
	Software Development Plan

	SIP
	Software Installation Plan 

	SLOC
	Source Lines Of Code

	SOO
	Statement Of Objective

	SPO
	System Program Office

	SPS
	Software Product Specification 

	SRS
	Software Requirements Specifications

	SSS
	System / Subsystem Specification 

	STD
	Software Test Description

	STP
	Software Test Plan 

	STR
	Software Test Report 

	SUM
	Software Users Manual 

	SVD
	Software Version Description 

	TO
	Task Order

	TRD
	Technical Requirements Document 

	URL
	Uniform Resource Locator

	USAF
	United States Air Force

	VSL
	Variable Safety Level 

	WBS
	Work Breakdown Structure

	WPAFB
	Wright-Patterson Air Force Base

	WRM
	War Reserve Material 

	WSSP
	Weapon System Support Program

	XML
	extensible Markup Language


B2.0 Definition of Terms Used in SAMPLE MPBE PWS

Manage

This area includes activities to establish and maintain management and support functions to plan, control, and report the execution of this effort in coordination with the MPBE (System Program Office) SPO.

Maintain

This area includes the necessary activities to provide surveillance support and keep a deployed system operational.  This effort will start with maintenance on the Legacy systems, but will expand to include maintenance to MPBE systems that have been modernized under this contract vehicle.

Modernize/Integrate

This area includes the activities to develop a new system or bring a deployed legacy system or component to a different operating system or software base.  Block releases performed under modernization go through all the life cycle phases and, where appropriate, integrate the MPBE processes into the GCSS-AF Architecture.

Modify

This area includes the necessary activities to add new requirements to a deployed system while that system is typically in “maintenance”.  While typically done by the maintenance effort, modifications could be done as part of a modernization effort.  A modification may have to be done to both a legacy system as well as a modernized system to meet user requirements.  These modifications will be documented as CSRDs, Discrepancy Reports (DRs), or Engineering Change Proposals (ECPs).

Transition:

This area includes the necessary activities for an orderly transition of the MPBE maintenance and development functions of the current version of MPBE from the current maintainers and developer to the competitively selected contractor over no more than a 90-calendar-day transition period.  Transition also describes the activities to move from the legacy environment to the modernized/integrated environment.

Test:

This area includes the necessary activities to perform test and evaluation on all MPBE block releases.

Train:

This area includes the necessary activities and materials to provide transition training to the end user.

Attachment C – Description of Materiel Planning, Budgeting, and Execution (MPBE)

C1.0 Description

MPBE encompasses the automated and manual functions involved in the AFMC materiel requirements process.  This process forecasts and controls the procurement and repair requirements of materiel needed for logistics support of weapon systems operated by the Air Force.  AFMC manages and determines requirements for spares, repair parts and equipment items.  The items involved are in direct support of Air Force weapon systems and have significant impact on the Air Force’s ability to carry out its mission requirements. The current MPBE system consists of 12 Data System Designators (DSDs).  A brief description of the MPBE user base, the MPBE operating environment, each DSD, and modernization efforts is provided below.  The current MPBE system consists of the following:

· MPBE00A, Secondary Item Requirements System (SIRS)

· MPBE00C, Equipment Item Process (EIP)

· MPBE00E, Requirements Item Identification Data (RIID) Process

· MPBE00F, Applications, Programs and Indentures (API) Process

· MPBE00H, Initial Requirements Determination (IRD) Process

· MPBE00I, Retail Item Stratification (RIS)

· MPBE00N, Central Secondary Item Stratification (CSIS)

· MPBE00X, Administration and Support (A&S)

· MPBE072, Other War Reserve Materiel Requirements (OWRMR)

· MPBE040, War Reserve Material Lists Requirements and Spares Support Lists (RSSL)

· MPBE1000, Report Component

· MPBE087R, Readiness Spares Package (RSP) Computation and Assessment System (RCAS), including classified and unclassified versions

C2.0 MPBE User Base 

The main users of MPBE are AFMC Item Managers, Equipment Specialists, and Inventory Management Specialists.  These users are located at HQ AFMC, WPAFB OH; the Cryptologic Services Group (CPSG) at Brooks AFB TX; Kirkland AFB NM, and the Air Logistics Centers (ALCs) at Tinker AFB OK, Hill AFB UT, and Robins AFB GA.  There are also financial and budget users at AFMC/LG, AFMC/DR, AF/IL and Major Commands (MAJCOMs).  MPBE users approximate 2000.  The number of concurrent users varies from about 50, with occasional surges to about 300, and averages 134.  User interface transactions average around 100,000 per day.  Specific timing requirements of the existing legacy system, as documented in PFD-D-12020C, are:

a. Terminal response time will be measured from the time the return key is pressed until the time the response to the request is displayed on the screen.  Retrieval of data for current and previous cycle data will be approximately five seconds or less 80 percent of the time, and 30 seconds or less for the remaining 20 percent of the time.

b. Terminal response time will be five seconds or less 80 percent of the time, and 30 seconds or less for the remaining 20 percent of the time.  The requirement applies to inquiry or update.

c. Response time for item re-computations will be measured from the time the return key is pressed until the time the computation results are received.  Item re-computation time will be 30 seconds or less.

d. Retrieval of data for management analysis includes Ad Hoc retrieval of current data, usually over a range of items.  Retrieval also includes performing basic processing of the data to produce a summary of the data, or to identify items meeting a prescribed parameter.  Response times for Ad Hoc retrievals will be 30 seconds or less 75 percent of the time (on-line), and 24 hours 25 percent of the time (off-line).

Note:  As indicated in the SOO, contractors are expected to provide world class IT solutions.  It is anticipated that solutions, based primarily on current COTS capabilities, will significantly exceed the above requirements and metrics of the legacy systems.  For example, it is expected that legacies, which currently perform daily or weekly batch functions, will quite likely be subsumed by solutions that operate in near real-time.  Response times are expected, in general, to be at web speed.   

C3.0 MPBE Operating Environments

C3.1 MPBE Legacy System Operating Environment

All MPBE legacy systems, except MPBE040, operate on an IBM 9672 R56 processor mainframe located at the Defense Enterprise Computing Center (DECC) at Hill AFB, Ogden UT.  MPBE040 operates on an IBM 9672 R56 processor mainframe located at the DECC at Tinker AFB, Oklahoma City OK.  The operating system on the IBM is OS/390 with a DATACOM DB database.  The legacy applications are programmed in Ideal, COBOL, and some Assembly software languages.  The MPBE legacy systems currently execute under Customer Interface Control System (CICS) 4.1, CA DATACOM Version 9.0, and COBOL II for MVS and VM and other associated commercial off-the-shelf (COTS) products in DECC’s standard operating environment.  In the near future, MVS operating system and third party software will be upgraded to a later version.  Users connect to the mainframe computer with a Graphical User Interface (GUI) front end through a 3270 terminal or terminal emulator.  The DECCs at Ogden and Oklahoma City are responsible for the hardware and operating systems including system network administration, configuration, and maintenance.  Specific legacy system information is provided in later sections of this attachment.

C3.2 MPBE Modernized System Operating Environment

Currently, there are four on-going MPBE modernization efforts including MPBE040, MPBE072, MPBE1000, and MPBE087R.  The target environment for the modernization systems is the multi-tier architecture.  The first tier or layer will be the Presentation Layer, which is the user interface.  The second layer will be the Application Layer where the business process is located.  The third layer will be the Persistence or Database Layer where the data resides.  Where possible, the modernized MPBE components will reside on the GCSS-AF Integration Framework (I/F). The modernized MPBE shall be developed using component-based, object-oriented technology as specified in the GCSS-AF Developer’s Guide.  The current modernization efforts for including MPBE040, MPBE072, MPBE1000, and MPBE087R utilize GCSS-AF v4.0 on SUN SOLARIS using Oracle 9i.  The contractor shall synchronize the versions of operating system and the third party software with GCSS-AF block releases. 

C4.0 Mandates and Initiatives Impacting MPBE

Where possible, MPBE shall comply with DoD, USAF and GCSS-AF mandates and cross-cutter initiatives.  HQ USAF and HQ AFMC personnel are continually analyzing new and existing mandates and defining new mandates and related requirements that may also impact MPBE requirement functionality. The major driver of MPBE related requirements are tied to either USAF/IL Logistics Transformation or user-identified requirements.

C5.0 MPBE System Descriptions for Current Deployed Legacy Systems

C5.1 MPBE00A, Secondary Item Requirements System (SIRS).

The SIRS maintains visibility on all recoverable and consumable spares while computing buy and repair requirements and terminating excess requirements on a quarterly cycle.  Examples of recoverable items include avionics subsystems ground communications equipment, and airborne electrical power generators.  Included within this subsystem is the ability to perform on-line item re-computations and batch group re-computations.  Approximately 200,000 items are processed by this subsystem.  Processes performed include maintaining past usage data, forecasting item requirements and applying programs and assets in computing future buy and repair requirements.  Two primary types of calculations are performed: a Variable Safety Level (VSL) computation and an Aircraft Availability Model (AAM) computation.  Both of which are computationally intensive and critical to the accuracy of the quarterly computations.

· MPBE00A currently consists of 1,636,473 source lines of code (SLOC) (with comments).

· 51 CSRDs and 423 DRs have been implemented over the past two years.

C5.2 MPBE00C, Equipment Item Process (EIP).

MPBE00C provides information and usage factors, repair rates, item management computations, base allocations and authorizations and similar information needed to manage the AF equipment inventory, such as vehicles, volt-meters, automatic test systems and compressors.  Equipment items are usually high-cost, long life items.  MPBE00C provides for both batch processing of interfacing files and for on-line real time access of data by equipment managers.  The MPBE00C computation and summarization process provides equipment managers with the necessary information to analyze budgetary impacts by organization, location, weapon systems and overall total equipment requirements.  Users are also provided with simulation capabilities for budget analysis preparation.

· MPBE00C currently consists of 819,383 SLOC (with comments).

· 18 CSRDs and 66 DRs have been implemented over the past three years.

C5.3 MPBE00E, Requirements Item Identification Data (RIID) Process.

RIID consolidates and formats catalog data from the Item Management Control System (D043) into a single source of data for the MPBE applications.  This system provides on-line terminal screen data retrieval and support capability to all user levels, as well as a mechanized interface with other MPBE areas.

· MPBE00E currently consists of 95,890 SLOC (with comments).

· 16 CSRDs and 48 DRs have been implemented over the past three years.

C5.4 MPBE00F, Applications, Programs and Indentures (API) Process.

API provides an integrated repository for indentured item application data, weapon system force structure program activity, and item identification for requirements determinations systems.  The indenture structure has next higher assemblies with their direct component parts, allowing weapon system item relationships to be traversed in the indenture structure from top-down or bottom-up.

· MPBE00F currently consists of 435,103 SLOC (with comments).

· 47 CSRDs and 53 DRs have been implemented over the past three years.

C5.5 MPBE00H, Initial Requirements Determination (IRD) Process.

This process computes spares requirements for new weapon systems, equipment and modifications.  It provides real-time on-line management support for management data retrieval, factor updates, analysis, as well automatically accepting and processing new data from provisioning activities.

· MPBE00H currently consists of 39,283 SLOC (with comments).

· 10 CSRDs and 6 DRs have been implemented over the past three years.

C5.6 MPBE00I, Retail Item Stratification (RIS).

MPBE00I collects requirement and inventory data to produce the consolidated inventory status and transaction (Table III) reports.  It provides on-line file maintenance and random report selection based on user requirements for budget analysis in the General Support Division.

· MPBE00I currently consists of 83,008 SLOC (with comments).

· 9 CSRDs and 12 DRs have been implemented over the past three years.

C5.7 MPBE00N, Central Secondary Item Stratification (CSIS).

CSIS compares peacetime and war readiness assets against requirements for AF recoverable and consumable items.  MPBE00N also provides printed stratification reports at item level and various summary levels with indication of items subject to buy, repair, termination and disposal. On-line file maintenance and interrogation is also available.

· MPBE00N currently consists of 449,021 SLOC (with comments).

· 26 CSRDs and 132 DRs have been implemented over the past three years.

C5.8 MPBE00X, Administration and Support (A&S)

MPBE00X is the user’s window into MPBE.  It provides utilities for all subsystems and supports user profiles that are the basis for a user’s view of the MPBE system.  It supports menus, browse and print services, the help system, security checking and administration, distribution support and job monitoring.

· MPBE00X currently consists of 187,976 SLOC (with comments and Administration and Support (A&S) combined).

· 7 CSRDs and 16 DRs have been implemented over the past three years.

C6.0 MPBE System Descriptions for Deployed Modernized Systems

C6.1 DD1000 Report Component

The Office of the Secretary of Defense (OSD) makes an annual report to Congress on the status of the DoD’s on-hand inventory as of September 30.  This report is called the Supply System Inventory Report (SSIR).  It is based on input received annually in February from each DoD component.  The AF provides a report called the Stratification Report of Principal and Secondary Items, commonly known as the DD1000 Report, to the OSD.  HQ AFMC/LGIR is the AF focal point to gather data for the DD1000 report and accumulate this information though a series of EXCEL spreadsheets produced by Item Managers at the ALCs and other Major Commands.  The DD1000 report component is currently being developed to GCSS-AF compliance as part of MPBE and is expected to be implemented in November 2003.  The DD1000 report component shall be maintained until it has been merged and integrated with the MPBE modernized system.

C6.2 MPBE040, War Reserve Material Lists Requirements and Spares Support Lists (RSSL)

MPBE040 provides MAJCOMs with management tools required to requisition initial support spares list (ISSL) material in support of base activations and mission deployments.  It computes quantities of consumable items of war reserve material (WRM) required for the support of forces, missions and activations cited in USAF war plans.  It provides computations to improve visibility of drone support through the establishment of high priority mission support kits.  MPBE040 provides the manager of the Weapon System Support Program (WSSP) mechanized capabilities between MAJCOMs and Defense Logistics Agency (DLA).  Logistics asset support estimates (LASE) allow managers to interrogate bases when using special program requirements processing to support the critical item program.  These four functional applications (WSSP, ISSL, LASE, and WRM) operate independently within MPBE040, though ISSL and WRM code is intertwined.  WRM functionality will migrate to the Weapon System Management Information System (WSMIS).  WSSP is currently being modernized to GCSS-AF compliance and is expected to be implemented in late 2003.  ISSL and LASE will be modernized to the GCSS-AF compliance, where appropriate. 

The estimated size of the modernized MPBE040 is 30,000 SLOC.

· 11 CSRDs have been implemented over the past three years.

C6.3 MPBE072, Other War Reserve Materiel Requirements (OWRMR)

MPBE072 computes other war reserve material requirements for Defense Logistics Agency (DLA), General Services Administration (GSA) and other service managed budget code nine hardware items used by the AF.  MPBE072 is currently being modernized to GCSS-AF compliance and is expected to implement late 2003.

C6.4 MPBE087R: Readiness Spares Package (RSP) Computation and Assessment System (RCAS) including classified and unclassified versions

RCAS provides assessment support for the combat readiness of a weapon system to launch the first sortie, including aircraft engines and recoverable spares required to conduct wartime missions. It accomplishes assessments by comparing actual inventory and status and utilization data with availability and mission capability requirements. Readiness can be analyzed for each weapon system at the mission/design/series, command and base/unit level. RCAS focuses on historical, current, peacetime and projected short-term availability. It identifies the readiness-limiting items to be passed to D087V/SAV. It also provides the information in classified and unclassified versions.

The estimated size of the modernized MPBE087R is 100,000 SLOC.

· 15 CSRDs have been implemented over the past three years.

Attachment D – MPBE Documentation and Configuration Management Software

	DSD
	Documentation Software
	Configuration Management (CM) Software

	MPBE00A (legacy)
	Word
	CC LCM

	MPBE00C (legacy)
	Adobe
	CC LCM

	MPBE00E (legacy)
	Adobe
	CC LCM

	MPBE00F (legacy)
	Adobe
	CC LCM

	MPBE00H (legacy)
	Adobe
	CC LCM

	MPBE00I (legacy)
	Adobe
	CC LCM

	MPBE00N (legacy)
	Word
	CC LCM

	MPBE040 (modernized)
	Rational Unify Process
	Rational Unify Process

	MPBE072 (modernized)
	Rational Unify Process
	Rational Unify Process

	DD1000 (modernized)
	Rational Unify Process
	Rational Unify Process

	MPBE00 MPBE (modernized)
	Rational Unify Process
	Rational Unify Process (ClearCase, ClearQuest)


Attachment E – List of MPBE Documentation
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Attachment F – List of Hardware

F1.0 MPBE Legacy System Hardware

The following is a description of the hardware used by the MPBE Legacy systems:

· The system has a Multiple Domain Facility (MDF), which has divided the processor into eight regions for production, test, development, and training.

· Sites:
Ogden, UT (Hill AFB)

Oklahoma City, OK (Tinker AFB)

· IBM 9672 Central Processing Unit (CPU), the CPU is a multi-processor.

· User access through 3270 terminal, 3270 emulation, or PC with Flashpoint MPBE client

F2.0 MPBE Modernized System Hardware

The following is a list of hardware in the WPAFB GCSS-AF production environment to be used for MPBE modernized systems:

Proxy Server:
Messaging Server:
Security Server:

Two (2) SunFire v480
One (1) SunFire v480
Two (2) SunFire v480

CPUs:  2-900Mhz
CPUs:  2-900Mhz
CPUs:  2-900Mhz

Memory:  4GB
Memory:  4GB
Memory:  4GB

Disk:  2-36GB
Disk:  2-36GB
Disk:  2-36GB

SSL Accelerator
OS:  Solaris 8
OS:  Solaris 8

OS:  Solaris 8
MQSeries 5.2
Policy Director:  3.8

WebSeal 3.8


Web/App Server:
Database Server:

Two (2) SunFire v480
One (1) SunFire v880

CPUs:  2-900Mhz
CPUs:  4-900Mhz

Memory:  8GB
Memory:  16GB

Disk:  2-36GB
Disk:  Connected to EMC Disk Array

SSL Accelerator 
OS:  Solaris 8

OS:  Solaris 8
Oracle 9i

IBM HTTP Server 4.0


WebSphere 4.0


Attachment G – List of Software

G1.0 MPBE Legacy System Software

The following is a list of all software used by all MPBE Legacy systems.

	VENDOR
	PRODUCT
	FUNCTION

	IBM
	OS/390
	Operating System

	IBM
	MVS/ESA JES2
	Base System Control Program

	IBM
	DFP
	Data Facilities Product Includes DF/EF, DF/DSS

	IBM
	ISPF
	TSO Productivity Aid

	IBM
	ISPF/PDF
	TSO Productivity Aid

	IBM
	ACF/VTAM
	Communications Access Method

	IBM
	CICS/VS
	TP Monitor

	IBM
	COBOL COMPILER
	COBOL Compiler

	IBM
	TSO/E
	Interactive Time Sharing Option

	IBM
	PL/I TRANSIENT LIB
	PL/I Library Necessary To Support Base SAS

	IBM
	ASSEMBLER
	MVS/XA Assembler

	CA
	DATACOM/DB
	DBMS

	CA
	DATACOM/DB
	DB CICS Interface CICS

	CA
	DATACOM/DQ
	Data query Language

	CA
	DATACOM/DD
	Data dictionary Facility

	CA
	DATACOM/IDEAL
	4th Generation Language

	CA
	METACOBOL +
	Programmer Productivity Tool

	CA
	ROSCOE
	Program Development Facility

	CA
	LIBRARIAN
	Source Library Control

	CA
	TOP-SECRET
	Resource Security

	CA
	DISPATCH
	Report Distribution System

	CA
	TMS
	Tape Management System

	CA
	VERIFY
	Applications System testing

	CA
	INTERTEST Debugging Tool
	On-Line CICS Application

	CA
	JCLCHECK
	Identifies JCL Errors

	CA
	CA 90s
	CA Service Product Family

	CA
	DATACOM/IPC
	CA Inter-Product Components

	SAS
	BASE SAS
	Data Management, Statistical Analysis, And Report Writing

	SAS
	SAS/ETS
	Econometric Time Series Modeling System

	SAS
	SAS/GRAPH
	Color Graphics Tool

	COMPUWARE
	ABEND-AID
	Program Debugging Tool

	COMPUWARE
	XPEDITER
	Batch Program Debugging Tool

	Levi, Rey & Shoup
	VPS
	VTAM 328X Printer Support

	Sterling Software
	QUIKJOB
	Report Generation Software

	New Dimensions
	CONTROL-M
	Production Workload Planner

	Platinum
	CCC
	Change and Configuration Control Package

	SYNCSORT
	SYNCSORT
	On-Line Sort Utility

	SIMWARE
	SIM/XFER
	PC to Mainframe Data Transfer


Legacy PC Workstation Environment:

	VENDOR
	PRODUCT
	FUNCTION

	Sterling Software
	FLASHPOINT
	Windows Front-End to Legacy System & GUI


G2.0 MPBE modernized system Software

MPBE modernization components will reside on the GCSS-AF I/F where possible.  The following is a list of the GCSS-AF I/F Release 4.2 Software. MPBE modernized systems will use this or later releases of the I/F software.  The chart below was extracted from the I/F 4.2 Version Description Document dated 7/11/02 at:

https://www.gcss- af.com/cfs/info_sharing_doc/IF_4.2_Software_Version_Description.doc
The contractor shall synchronize versions of operating system and third party software with GCSS-AF block releases.

	Vendor
	Product
	Version

	Broadvision


	Air Force Portal
	1.0

	
	Broadvision Enterprise


	6.0 with patches 6.0 AB and AC

	
	Broadvision Publishing Center
	6.0

	
	Broadvision Info Exchange Portal
	6.0

	IBM


	WebSphere Application Server        Advanced Edition

 Ships with:

     HTTP Server               

     DB2                              

     JDK, JRE                    

     GS Kit                        
	4.0.1 + Fixpack 2 

1.3.19.1

7.2 +  Fixpack 5

1.3

5.0

	
	IBM MQSeries 
	5.2

	Sun
	Solaris 8 Operating Systems
	2.8 + Patch Cluster

4/03/02

	Oracle


	Oracle 9i RDBMS

Ships with:

     Messaging Gateway    
	9.0.1.1.0

9.0.1

	
	Oracle 9i Application Server

 Ships with:

     Oracle 9i Discoverer  

     Oracle 9i Reports       

     SQL*Plus                     

     Forms                          

     OC4J  Release 2         

     HTTP                           

     
	9i 1.0.2.2.2

4.1.37.01.0

6.0.8.11.2

8.1.7.0.0

6.8.11.3

9.0.2

1.3.19.0.0a

	Tivoli
	Policy Director 

Ships with:

    Management Server 

    WebSeal 

    GS Kit                            

    LDAP Client                   

    Authorization Server

    DB2 Server                     

    LDAP Server                  

    HTTP Server                  

    Web Portal  Manager    

     
	3.8

PD 3.8 +patch   POL-003)

PD 3.8 + patch         POL-003  

 + patch   PWS-0001

4.0.3.197

3.2.1.0

PD 3.8 + patch POL-003)  

6.1.0.13                                      

3.2.1.0

1.3.12.0

3.8

	Apache

	XML4J Parser
	3.0.1 (Updated: 03/13/2000)

	
	log4j Logging Software
	0.8.5b

	Additional Product added for IF Version 4.1

	Vendor
	Product
	Version

	Microsoft
	Windows 2000 Server
	Base release + Service Pack SP 2

	Additional Product added for IF Version 4.2

	Vendor
	Product
	Version

	LMSI-Owego
	RSO:  Capability for IF V4
	Base release 
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G3.0 MPBE Staging & Production Environments

The following is a generic image of the WPAFB GCSS-AF I/F staging and/or production environments.
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Attachment I – Enterprise Data Warehouse

The AF Enterprise Data Warehouse (EDW) operates on a GCSS-AF I/F compatible platform. It will soon be migrating to the GCSS-AF I/F and will become an AF enterprise-wide data service.  The current direction is that all analytical and decision support data must be stored and serviced from the EDW.  EDW uses Extract, Transform, and Load (ETL) and other tools to gather and store enterprise data in the Teradata database.  EDW also uses business intelligence tools such as Business Objects, Cognos, and SAS to query, analyze and present data in the data warehouse to commanders, war fighters, and sustainment operators to make decisions or take actions.  Currently, EDW has incorporated all or a significant part of the data related to weapon system maintenance, supply chain management, depot maintenance and repair, requirement forecasting, procurement, and financial management.  It is intended that the EDW will eventually incorporate data from all 22 combat support domains.  In the future, the EDW may become part of a larger architectural approach toward enterprise data, called the Government Information Factory.  Information on the EDW Concept of Operations (CONOPS) is provided at the EITA web page in the document entitled “EDW CONOPS.”
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G4.0  GCSS-AF I/F PRODUCTION ENVIRONMENT





The following chart was extracted from an Aug. 2003 briefing, “Migrating to GCSS-AF,” at:  � HYPERLINK "https://www.gcss-af.com/cfs/info_sharing_doc/GCSSAF_Migration.ppt" ��https://www.gcss-af.com/cfs/info_sharing_doc/GCSSAF_Migration.ppt� .  Note:  To obtain  information at GCSS-AF.COM, it is necessary to apply for access and use an ID and password. 
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Cobol







1,028







821







2







DatVws







724







689







42







JCL







401







115







7







39,283







28,345







12,598







160







Ideal







29,346







19,926







37







Panel







7,372







6,702







63







Procs







388







68







6







Datalib







24







24







3







MPBE00I







RIS







ASM







696







194







1







C-Cob







25,694







22,361







146







JCL







1,359







330







16







83,008







61,820







27,476







268







Cobol







46,531







31,492







42







Maps







7,020







6,605







20







Procs







1,342







838







8







Datalib







366







35







MPBE00N







CSIS







Cob-C







70,516







51,345







24







Cpy/Mp







115,083







108,159







155







JCL







10,784







4,385







152







449,021







347,128







154,279







731







Cob-B







197,226







149,438







102







Procs







54,778







33,186







162







Datalib







634







615







136







MPBE00X







A&S







ASM







14,988







9,276







22







C-Cob







5,627







3,595







40







JCL







1,273







593







37







139,822







91,164







40,517







295







Cob-C







78,333







49,597







55







Maps







7,575







7,318







33







Procs







1,102







468







25







Cob-B







25,209







16,554







26







C-Asm







5,048







3,096







24







Datalib







667







667







33







MPBE00X







EXEC







ASM







5,341







4,310







19







C-Cob







5,632







4,968







88







JCL







218







205







7







48,154







40,312







17,916







196







Cob-C







28,761







23,410







41







Maps







3,024







2,955







23







Procs







139







126







7







Cob-B







5,025







4,324







8







C-Cob







11







11







1







Datalib







3







3







2







MPBE072







OWRMR







Cobol







20,455







16,934







16







JCL







1,060







711







14







26,597







21,159







9,404







76







Procs







5,008







3,440







20







Parmlib







74







74







26







MPBE040







LASE







Cobol







1,175







764







3







JCL







265







109







3







106,691







65,381







29,058







366







Procs







225







92







3







WSSP







Cobol







15,047







9,781







12







JCL







1,077







442







12







Procs







2,508







1,028







12







ISSL







Cobol







32,941







21,412







50







JCL







2,790







1,144







50







Procs







3,041







1,247







50







WRM







Cobol







32,364







21,037







44







JCL







2,841







1,165







44







Procs







2,793







1,145







44







3,121,542







2,111,334







1,749







451,439







405,807







2,057







296,820







134,434







4,216







3,879,425







2,657,592







1,181,152







8,061







Comments:







LCM is CM's Life Cycle Management; CM / BMF is Configuration management / Baseline Migration Facility.







The bolded DSDs are updated as of 10/25/02, the rest are still as of 03/12/02 (they may include some obsolete modules, initial load modules, etc. that will not be converted).







D200A and N statistics from TRW combine Copybooks and Maps. 







Total Lines includes comments and blank lines; Physical lines exclude comments and blank lines.







Database information is from Production and was provided by Mike Marmer  (TRW provided D200A and N).







D040 - calculated Physical lines of code (based on average of existing data); estimated number of JCL and Proc members (based on number of programs).







            - some duplication of code exists between ISSL and WRM (26 programs, JCLs, and Procs; 19,631 Total LOC)







Cob-C - Cobol using CICS







Cob-B - Cobol using batch







D200C SLOC are included in totals because it is included in planned maintenance though not GCSS-AF modernization







D200J is not included in planned GCSS-AF modernization or planned maintenance - SLOC not included in totals







D040 SPR is not included in planned GCSS-AF modernization or planned maintenance - SLOC not included in totals







Logical Lines calculated based on a 2.25 to 1 ratio of physical to logical lines.







Total Lines of Code 







for D200 Systems







Totals by DSD







JCL/PROCs/Datalibs







ASM/Cobol/Ideal Programs







Copybook/Map/Panel/Dataview
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GCSS-AF I/F DECC-D Configuration
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