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Executive Summary

The Air Force C2 Enterprise Technical Reference Architecture (C2E RA) provides the technical direction for designing, acquiring and integrating the computing and communications capabilities of the C2 Enterprise.  The Reference Architecture responds to Air Force demands for greater interoperability, information sharing, and integration of the C2 information systems that comprise the AF C2 Enterprise.  The Reference Architecture supports command, control, intelligence, surveillance, reconnaissance and combat support applications and must also support integration with C2 systems from other Services and our multinational partners.

The Reference Architecture supplies a technical design pattern to program office, contractor and user architects and developers with the goal of guiding and constraining key system integration and interoperability decisions.  This architecture document describes an enterprise architectural plan, one that subscribes to common standards, utilizes pervasive commercial technologies and is based on a computing services-oriented approach.

The C2 Enterprise is the set of all mission applications, computing infrastructure, processes, and users with primary responsibility for command and control of forces.  The C2 Enterprise includes the communications networks (or portions of their capability) used for C2.  Combat support systems and processes are included.  It does not include sensors per se, but does include all data feeds from sensors to C2 systems.

The Reference Architecture is partitioned into three major elements:

A. Mission Applications tailored to warfighter needs.

B. Integrated Information Technology (IT) Platforms
 supporting specific Air Force communities at operationally-oriented C2 Nodes.

C. Enterprise-wide Infrastructure that provides ubiquitous, common, critical services.

There are four key factors that govern this architecture:

1. Today there is no single comprehensive technology deployment suitable for the entire AF Enterprise.

2. The complexity of the AF Enterprise makes centralized implementation difficult.

3. The survivability of the AF Enterprise requires independent, redundant, and loosely coupled
 entities.

4. Both legacy and new applications need simple, robust methods to acquire and share information across traditional system and community boundaries.

There are mission workflows (e.g., Time Critical Targeting) that span AF community boundaries regardless of how carefully these communities are defined.  The enterprise infrastructure connects these communities to support mission workflows with minimal technical and administrative coordination.  Connecting AF communities via loosely-coupled web services
 allows for independent evolution of IT capabilities based on community requirements.  

Recognizing that a “one-size-fits-all” dictate is not practical for all Air Force communities, Node Platforms are used to support application integration organized into C2 Nodes
.  The reference Architecture allows Node Managers
 the flexibility to choose appropriate implementations.  A Node Platform is an IT framework that supports an operational/integration and configuration of mission applications.  Mission applications no longer need to build private infrastructures but can rely on the Node Platform.  Sharing a Node Platform allows multiple applications to share capabilities for reduced sign-on, access control and data integration.  The architecture also provides appropriate software development and COTS integration guidelines for the Node Managers and Mission Application developers to build interoperable web-based applications using Node Platforms.

At the enterprise level, the architecture addresses infrastructure capabilities in three areas:

5. Information Transport — Provides node-to-node communications and networks.

6. Information Assurance — Provides the enterprise-level component of DoD Defense in Depth.

7. Information Management — Provides enterprise computing services that support creation, organization and dissemination of information.

The Reference Architecture enables the acquisition community to deliver mission capabilities with the Quality of Service required to achieve Information Superiority to support the C2 warfighter.

1. Introduction

Enterprise Integration is the capability of people and machines to seamlessly exchange information and to perform missions across the operational C2 enterprise.  The AF C2 Enterprise Technical Reference Architecture
 specifies an overall information technology (IT) structure for achieving this capability for the AF C2 Enterprise.  The goal of this architecture is to provide a foundation for the development and migration of systems, mission applications, and supporting infrastructures in the next five years in order to achieve convergence towards an AF Integrated C2 system.  This architecture is designed to be extensible to support the evolving needs of the Air Force over time.

The AF C2 Enterprise comprises C2 Nodes, the Common Integrated Infrastructure (CII) and mission applications
.  A C2 Node is a major operational element of the AF C2 Enterprise and comprises a grouping of activities and functions, which the operational community uses as a major warfighting component.  It is not necessarily constrained to today’s operational practices.  The Air and Space Operations Center is an example of a C2 Node.  A C2 Node constitutes a logical IT implementation structure for supporting a specific warfighter community for a specific functional or operational area.  The planning, acquisition, integration, and sustainment activities of the IT within a C2 Node are managed as a single effort.  The CII provides the information management, information assurance, and information movement (e.g., communications and networking) infrastructure that enables C2 enterprise level computing.  Figure 1 illustrates the architecture.
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Figure 1 – C2 Enterprise Architecture View

1.1 Background

The Reference Architecture defines the technical architecture for the AF C2 Enterprise and leverages concepts from four major AF initiatives:

8. Air Force Global Combat Support System (GCSS-AF) Reference Architecture, including both the Integration Framework (IF) and Application Framework (AF).

9. USAF Enterprise Portals (NIPRNET and SIPRNET).

10. Joint Battlespace Infosphere (JBI).

11. TBMCS web-enabled Architecture.

1.2 Goals of the Reference Architecture

The Reference Architecture specifies an Information Technology infrastructure, its architectural elements and their relationships suitable for designing and implementing state-of-the-practice mission applications and services for the AF C2 Enterprise.  The architecture provides a technical design pattern for the development of specific architectural specifications and implementations. This design pattern includes guidelines for:

· Implementing infrastructure components in terms of particular software and communications technologies.

· Providing interoperability among infrastructure components and mission applications.

· Deploying CII enterprise services.

· Developing application web services, such as information provided by a mission application to the enterprise.

The architecture has been created with specific objectives in mind:

· Web-Based Applications — Provide guidelines primarily for interoperation of mission applications based on open commercial standards.

· Enterprise Services — Specify an essential set of services to be deployed enterprise-wide. 

· Information Superiority — Enable new warfighting capabilities by providing the information needed by the warfighter in a timely manner.

· Technology Management — Identify where to make IT investments that foster interoperability and to make specific technology choices where required. 

· Developer Guidance — Provide detailed guidance at the mission application level for the use of CII Enterprise and C2 Node services.

· Improved User Access — Deploy consistent user interfaces based on Web and portal technology, flexible configuration of applications, and broader operator access to essential data.

· Common Infostructure — Establish a standards-based common infrastructure, maximizing use of Commercial Off-the-Shelf (COTS) products while promoting software reuse and resource sharing.

· Best-of-Breed Technologies — Build reliable systems using best of breed COTS products.  The architecture chooses technologies with proven integration capabilities but does not assume that any large system can be bug free.

· Secure Systems — Deploy consistent and common security mechanisms, and uniform security policies, in compliance with security accreditation requirements.

· Proven Scalability — Ensure the AF C2 Enterprise scales in many dimensions, including complexity and geographical extent, number of nodes, and varying quality of communication services.

· Technology Evolution — Outline a methodology for evolving the architecture itself to accommodate technological change.

1.3 Non-Goals of the Reference Architecture

The Reference Architecture:

· Does not provide a “build-to” specification for any specific element of the architecture.  Enterprise and node elements are specified by the CII and Node Managers, respectively.

· Does not select specific products beyond DoD prescribed products specified by the JTA and COE.

· Does not require data integration, database consolidation, or the designation of “authoritative sources” of data.  These activities must happen as part of enterprise integration, but they are out of scope for this document.
· Does not mandate a particular approach to data management and service delivery; e.g., centralized services and data, versus distributed services and data.  These are implementation choices made by C2 node managers.

· Does not include an imperative to migrate existing systems to the architecture immediately.

1.4 Intended Audiences for the Reference Architecture

The primary audiences for the Reference Architecture are:

· CII enterprise service providers

· C2 Node platform providers

· Mission application developers

The implementation and interoperability guidelines describe in detail how to construct a Reference Architecture conforming system.

The intent is to supply technical information to program office and contractor architects, designers, and developers.  Its goal is to guide and constrain key system integration and interoperability decisions.  Individual programs should align their respective Operational, System and Technical architectures to this Reference Architecture.

2. Reference Architecture Overview

This section presents an overview of the Reference Architecture, describing the main architecture elements and their interrelationships.

The C2 Enterprise Technical Reference Architecture defines the computing infrastructure at two levels:

· C2 Node Platform — A local infrastructure for building sets of applications that need to integrate in order to serve a specific user community.

· Common Integrated Infrastructure — Enterprise services that support interoperability across mission applications.

The Reference Architecture design pattern describes a thin-client
, N-tier
 architecture, with access to backend databases.  The architecture assumes a communications service providing sufficient bandwidth and performance.  This architecture provides a consistent, standards-based framework for development, modernization, and migration of combat operations and combat support systems.  As AF domain architectures migrate to this framework, the functional systems implementing these architectures will be able to more easily achieve interoperability and potentially realize a significant degree of component integration and reuse.  This object-oriented
, component-based
, open-standards architecture allows the Air Force to encapsulate the elements of existing or new systems so that all of the elements of their enterprise systems plug together seamlessly and can be upgraded and expanded more easily.

The structure of the Reference Architecture is shown in Figure 2 – Reference Architecture.
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Figure 2 – Reference Architecture

2.1 Architectural Guidelines

Information technology services are provided at the level in the architecture appropriate to their usage.  Services may be provided as local mission applications, C2 Node platform services, or as CII enterprise services.  By default, a service is local to a mission application.

If a service needs multiple mission applications within a C2 Node, it should migrate to a platform service.  If a platform service is needed across the enterprise, it may migrate to a CII service.

The utilization of commercial open standards, as envisaged in the architecture, implies a commitment to employ COTS solutions as much as possible.  The CII is expected to be mostly COTS, albeit with Air-Force-specific configuration, installation, and deployment rules.  The Node Platforms are also based on integrated COTS solutions.  As commercial standards and this architecture evolve, services that are initially platform-based may migrate to the CII and be made available as standard CII services.  The CII Node Manager is responsible for including such capabilities in the CII.

2.1.1 Architecture Assumptions and Declarations

This Reference Architecture makes the following important assumptions and declarations:

· Mission applications must be developed according to an N-tier distribution of functionality: presentation, business logic, and persistent store.

· Enterprise services will be provided by the CII and must not be duplicated within the nodes. In standalone, deployed environments, local versions of some services may be required.

· Information assurance services must follow an enterprise-wide security model to support the loose coupling of interfaces among platforms, nodes and mission applications.

· Although many architectural components are described as single entities, their actual implementation must ensure no single point of vulnerability.

· C2 Nodes may evolve independently of one another.

· Published information intended for warfighters must be made accessible via web protocols
 (e.g., XML, URL, HTTP).

· Application interfaces that cross C2 Node boundaries must have, at a minimum, a least-common-denominator implementation using web service protocols (e.g., XML, SOAP, WSDL, UDDI).

· Data interoperability within a C2 Node is the responsibility of the node manager.  Node managers must cooperate to establish data interoperability between C2 Nodes.

· The CII Node Manager is responsible for selection and provisioning of the CII components of the Reference Architecture.

· A Node Manager is responsible for selection and provisioning of the Platform Architecture components of the Reference Architecture.

· This Reference Architecture will evolve. 

2.1.2 Joint Technical Architecture and COE Guidance

The Reference Architecture is consistent with, and incorporates the appropriate elements of, the DoD Global Information Grid (GIG) Architecture, the DoD Common Operating Environment (COE), and the Joint Technical Architecture (JTA).  The Reference Architecture is compatible with the evolving Air Force Infostructure Technical Reference Model (i-TRM).  All implementations of this Reference Architecture shall be, at a minimum, level 5 COE compliant.  Within a C2 Node, higher levels of COE compliance may be required at the discretion of the Node Manager.

Systems that comply with the Reference Architecture should consult the current version of the COE Integration and Runtime Specification (I&RTS) for compliance details.

2.2 Common Integrated Infrastructure (CII)

The Common Integrated Infrastructure implements Air Force enterprise-level components of the DoD GIG.  The three major elements of the CII are Information Transport, Information Assurance and Information Management.  The CII comprises a set of enterprise services available for use by mission applications and node platforms.  For example, C2 Nodes will obtain global user names from an Enterprise Directory Server.  Similarly, public key security certificates will be obtained from an Enterprise Certificate Server.

Operationally, the CII is defined as a Single, Joint/Coalition, secure, and seamless set of infrastructure capabilities for all warfighting, national security, and support users. Technically, the CII is a set of Common/shared Enterprise Services, implemented in hardware and/or software that allow multiple applications to simultaneously process, store, and transfer information in secure manner.

Implementing the CII will require the coordinated participation of many organizations and programs across the joint community.  Section 2.2 provides a brief overview of potential CII Services.  The CII Node Manager is responsible for coordinating the development and deployment of these services across the AF C2 Enterprise.

These services will be provided by different organizations.  Some services will be provided directly by the GIG and operated by DISA.  Other services will be provided by AF agencies or centers.  Each CII service is responsible for providing its own performance, Quality of Service, and other metrics to satisfy specific requirements.  Section 3 discusses the major CII elements in detail.  A detailed description of each service, including specifications, software development kits, support, and issues, will be provided by the CII service provider organization.  These separate documents provide the “build-to” details for developers, contractors, vendors and integrators.

2.2.1 Criteria for Selection as an Enterprise Service

A CII Enterprise Service is a capability that:

· Provides a common utility (“service”) essential for enabling operational capability across AF Enterprise 

· Must be uniform and consistent across the AF Enterprise.

· Is shared among multiple AF communities.

· Defines an enterprise-wide single service delivery interface (least common denominator). 

· Is operated to be robust and reliable so that Node Platforms and mission applications can depend on it.

· Is evolved as a C2 Enterprise shared asset.

· Is accessible to all AF community members.

· Requires enterprise-wide information control, scale, content, consistency, or connectivity; e.g., the network Domain Name Service (DNS). 

· Maintains an information source that must be available across the enterprise; e.g., the same person must have the same user identifier anywhere in the enterprise.

· Includes product implementations designed to work in a synchronized, offline, or intermittent connectivity model such as what might be experienced in forward deployed, airborne, or special security situations.

Additionally, an enterprise service might:

· Be centralized, distributed across many C2 nodes, or some combination thereof.

· Be implemented using multiple products, all of which support the enterprise-wide service delivery interface.

· Be implemented as hardware, software, or a combination thereof.

2.2.2 Candidate CII Services

The following enterprise-wide services have been identified as candidate services to be provided as part of the CII:

· Application Tier Services

· Business Services

· COE

· Collaboration

· Data Tier Access

· Directory

· E-mail

· Enterprise System Management Services

· File Transfer

· General Voice

· Hostname/IP Translation

· Information Assurance

· Information Dissemination

· IP Infrastructure

· Message Oriented Middleware 

· Messaging

· Multimedia

· Network News

· Network Time

· Portal

· Publish/Subscribe Broker

· Quality of Service

· Radio Net for cell phone users

· RPC

· Search Engine

· Secure Voice

· Shipboard Voice

· Tactical Network Interface

· Teleconferencing

· Transaction

· User Storage

· Virtual training

· Voice

· Web Browser

· Web Hosting

· Web Services

· Wireless Support

· Workflow

· XML Namespace Management

Some of these services, notably Information Assurance and Collaboration, may have implementations at the C2 Node level.  Specific implementation and interface details for each service will be provided in detail by the program developing the service.  In the future, additional enterprise services may be defined.

The CII is responsible for making services and information available enterprise-wide, but the CII is not responsible for the information content.  Common reference data may be considered as enterprise-wide, for example.

The CII is an evolving set of services.  As requirements for additional capabilities are identified and as commercial standards and technologies evolve, additional services will be added to the CII.  Examples of potential future capabilities include knowledge management services, instant messaging and alerts services, network management services via SNMP, workflows, enterprise data warehouses, and geospatial information services.

2.3 C2 Node Architecture

The C2 Node as an Integration Platform for Mission Applications is the core concept of the C2 Enterprise Technical Reference Architecture.  Each C2 Node architecture defines an environment for building applications, the underlying runtime environment and the interfaces to enterprise-wide CII services.

A C2 Node is a collection of applications and infrastructure that is implemented to execute a set of operational capabilities.  The nodes used in the C2 Node concept are defined for operational reasons and as strategically selected integration points to implement cross-mission and cross-Capability integration.  

In order of importance, a good C2 Node:

· Has users who need to collaborate closely to perform their missions.  That is, a good C2 Node displays operational cohesion.
· Collects and integrates mission applications which must work together seamlessly to support the users.  Integration efforts proceed with identifying functional interactions and inter-exchanges that necessitate application level integration. This is as opposed to a random or system vendor driven application approach. A good C2 Node displays implementation cohesion.

· Collects mission applications which can be implemented using the same "C2 Node Platform" infrastructure.  (This is a goal, not always accomplished.)  We want to avoid grouping applications with wildly different infrastructure needs.  A good C2 Node displays infrastructure cohesion.

This cohesion can be provided and evaluated by two sets of constraints that govern the specification of C2 Nodes.  

· Operational constraints — group capabilities together that have operational, doctrinal and command affinity.

· Technical constraints — group capabilities together to minimize information flow complexity and integration requirements between C2 Nodes based upon the technologies available.

Services within a C2 Node may be tightly coupled using IT Platform capabilities such as RPC and transaction services.  Services intended for use across multiple C2 Nodes are written according to the web services paradigm of the C2 Enterprise.  Services within a node are also encouraged to use this paradigm.

Because C2 Nodes have different warfighter missions and requirements, the C2 Node Manager is able to select node platform technologies, vendors and products that best suit mission requirements.  This architecture specifies the basic capabilities that must be provided by C2 Nodes and node platforms.  The ability for individual platforms to evolve independently and to provide additional capabilities for their user communities is a fundamental attribute of the architecture.

The mission application guidelines define a multi-tier structure for mission applications and specify how mission applications are built from the services provided by the CII and IT platform.  A mission application architecture is constrained, but not fully specified, by this architecture.

A C2 Node maintains databases and servers.  Services and applications in a C2 node will typically share administration costs.  A C2 Node provides an integrated platform of hardware and software on which to build and sustain mission applications.  The Reference Architecture provides the standards for integrating both the application and service software at a C2 Node.

2.3.1 Node Platform Characteristics

A Node Platform is an implementation of C2 Node services shared by a single collection of mission applications/components.  Mission applications no longer build private infrastructures but rely on the shared common infrastructure provided by the C2 Node.  Each C2 Node Manager acquires node platform technologies that support the warfighter requirements developed for the node.  This architecture provides guidelines for developing and selecting "best-of-breed" node platforms.  A node platform may contain one or more servers that may be physically distributed. A node platform may provide node-specific interoperability and integration approaches.  Among the capabilities and services supported by node platforms are:

· Component Framework e.g., J2EE

· Transaction Processing

· Web Server

· Message Oriented Middleware

· Database Server

When developing a C2 Node design, the following deployment considerations are important to reduce complexity for users, training and administration:

· Limit number of platform instances at any one location.

· Limit number of types of platforms within a C2 Node.

Platform implementations may be deployed in multiple locations in order to support a distributed C2 Node.  Mission requirements and security issues may require that a C2 node have multiple platforms.  Different C2 Nodes may have different platform implementations.  This architecture specifies the minimum capabilities and functions that a platform must provide.  Additional capabilities may be needed to satisfy specific operational needs.  Specific guidelines for platform services are provided on a per node basis.

2.4 C2 Node-to-C2 Node Interoperability

The C2 Node provides the fundamental building block for the architecture.  C2 Node interoperability is based on the web services model.  Distributed applications written as web services will enable information exchange across different systems and C2 Nodes, regardless of the computer language, operating system, or hardware platform hosting the client application and web service.

Web services are self-contained, self-describing, modular services that can be published, located, and invoked across the network.  Web services perform a range of functions from simple requests to complicated business processes.  When an application component is deployed as a web service, other applications can discover, invoke and share the web service’s functionality across the network.  Distributed applications communicate using standardized information objects that are self-contained.  Examples include XML-encoded USMTF or ADatP-3 messages, ebXML business objects or OMG business object documents.

Development of unique node-to-node interfaces is strongly discouraged since such interfaces limit future interoperability among Reference Architecture compliant nodes.

2.5 Security Context

This section provides an Information Assurance (IA) architecture for the Reference Architecture. The Reference Architecture defines the infrastructure for the AF C2 Enterprise.  This infrastructure also requires an associated IA infrastructure.  The IA infrastructure provides a synergistic use of the many components of its architecture, organized in such a manner as to improve the overall security posture beyond any single component.

Using the DoD Defense in Depth strategy for security, the components of an IA infrastructure may be categorized into technology, operations, and people, all of which are governed by the infrastructure’s security policy.  Since the Reference Architecture is a technical architecture, the focus for this security context is the technical/technology aspect of the Defense in Depth strategy. The intended goal of the security services included in the CII, the C2 nodes, and the applications is to provide an end-to-end secure enterprise that will effectively integrate the different security technologies and services.

The objectives of the Defense in Depth strategy are to:

· Defend the network and the network infrastructure (e.g., CII’s Global Grid service).

· Defend the enclave boundary (e.g., boundary of C2 node).

· Defend the computing environment (e.g., Node Platform).

· Use supporting infrastructures:

· Detect and respond.

· Key Management Infrastructure (KMI) / Public Key Infrastructure (PKI).

The Defense in Depth objectives provide a context for specific IA services.  These services are integrity (of data and the enterprise), data confidentiality, and the availability of the enterprise.  The integrity service ensures that enterprise resources and enterprise data have not been tampered with.  The confidentiality service ensures that data has not been disclosed to unauthorized entities.  The availability service ensures that the enterprise is available when needed to authorized entities only.

The IA infrastructure also includes security management and accountability/audit functions.  The security management function monitors the health of the enterprise, ensures that the enterprise performs according to policy, and allows changes to the enterprise based on real-world events.  The accountability function tracks attempts to access resources.

2.5.1 Security Assumptions

· The existing AF regulations, instructions, and policies concerning security will be used as they exist today or as modified within the timeframe associated with the architecture. 

· Each user of the AF C2 Enterprise will have a unique enterprise-wide name or identity.  The user will be required to use this assigned user name in accessing any system or operational resource throughout the enterprise.  The user name will be centrally assigned and maintained in the CII as part of the enterprise directory services.

· CII services and technologies will be utilized to implement IA services.  Examples are the AF Directory Service (AFDS)
 for access to PKI certificates and certificate status, and the Base Information Protection (BIP) efforts for boundary protection of fixed and deployed geographic locations.

· The enterprise will rely initially on password authenticators and eventually migrate to the use of X.509 certificates upon completion of the AF PKI.  Passwords will be stored at each individual C2 node, but certificates will be maintained in the CII as part of the enterprise directory services.

· The IA architecture assumes that the current approach of multiple security domains will be in use for this architecture, rather than a single multi-level domain.

· The technologies that support the Defense in Depth objectives continue to emerge.  The IA Domain Architecture Technology Forecast
 identifies many of the IA technologies and technical standards in use today, and those technologies that will be emerging in the near-term.  Node Platforms may include technologies to support some Defense in Depth objectives.  C2 Facilities may also deploy technologies such as the Base Information Protection system that provides a suite of boundary protection, detection and management technologies.

· The CII services and node platforms will be physically located at AF fixed or deployed C2 Facilities (that are protected at their geographical boundaries by the AF BIP and the AF Theater Deployable Communications (TDC) suites of IA equipment.

· It is assumed that today’s IA management interactions are accommodated by exchanges among the C2 Nodes.  An example is the information exchanges required for the NOSC to monitor the perimeter protection devices located at AF Bases within the NOSC’s area of responsibility.  This implies that a NOSC, co-located with one or more C2 Nodes at a specific geographic location, would have responsibility for another geographic location housing other C2 Nodes.  The NOSC would be responsible for remotely monitoring and configuring the BIP devices (e.g., firewalls, virtual private networks).  In the future, the NOSC may also be responsible for remotely monitoring and managing servers (e.g., Web, mail).

· The IA architecture assumes that a C2 Node is associated with a single security policy that defines the permissions for enterprise and C2 Node entities to access the C2 Node’s resources.  The boundaries of the Node Platform, including networks, need to be secure.  The mechanisms for securing the Node Platform will be part of the platform.  Local administrative functions are associated with each Node Platform.

· The AF PKI supporting infrastructure provides identification and authentication of AF Enterprise entities, which underlie all defenses.

· Since protections are not a guarantee against attack, the CII and the Node Platforms need the Defense in Depth supporting infrastructures such as detect and respond.  The IA supporting infrastructure services will be part of the CII.  For example, the AF Information Warfare Center (AFIWC), the regional Network and Security Operational Centers (NOSC), and the Network Control Centers (NCC) are assumed to be part of the CII.  These various centers will be notified of security vulnerabilities and remediation techniques through the interactions among the appropriate C2 nodes.

2.6 Relationship of the Reference Architecture to the C4ISR Architecture Framework

The Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance (C4ISR) Architecture Framework, Version 2
 establishes a framework for developing C4ISR architectures.  It describes three views needed for a wide audience to understand and apply architectures: Operational View (OV), System View (SV), and Technical View (TV).  The technical view (TV) is the set of rules and standards covering the arrangement, interaction, and interdependence of the components of an architecture.

The Reference Architecture constitutes a Technical View of the AF C2 Enterprise (TV-1).  It goes beyond a simple TV-1 by also specifying the relationships of the standards as well as guidelines for applying the standards.  Because the Reference Architecture focuses on infrastructure which supports a multiplicity of operational and system architectures, its operational and system architecture views are not worked out in detail but are presented in notional terms.

2.6.1 Operational Architecture (OV) Implications

The Reference Architecture addresses all AF operational scenarios and therefore it is impossible to construct a single view that reflects the scope of the architecture.

A commercial analogy is to construct an operational view of the World Wide Web (WWW). Given that many varieties of operations are supported (ranging from finance, parts ordering, and package delivery, to software distribution), an Operational Architecture is inappropriate for the WWW as a whole.

For the Reference Architecture itself, there are two operational aspects that should be addressed:

12. The architecture must evolve and be maintained over time, by continuing to identify, define and maintain both the standards and guidelines that are specified for developers.  There are standards and best practices to leverage.

13. C2 Node Managers must define their IT platform so mission applications can be acquired and implemented.  The Reference Architecture specifies standards and constraints on platform implementation.

There is a requirement for configuration management for the Reference Architecture, which is briefly discussed in Section 7.

2.6.2 System Architecture (SV) Implications

System Architectures should not need to show interfaces or data flow between infrastructure services, only interfaces from mission application components to infrastructure services.  The focus should be on the mission application-to-mission application data flow/interfaces with identification of the infrastructure services used to implement said interfaces.

Mapping of mission application to locations and physical servers is entirely the function of a system’s implementation and deployment approach.  The Reference Architecture does not dictate any particular physical mapping. Systems should not need to do a physical data model of infrastructure service data.

3. Common Integrated Infrastructure

To ensure interoperability across the C2 Enterprise, certain computing capabilities must be provided as dependable, universal Enterprise Services to the C2 Nodes and mission applications.  The Common Integrated Infrastructure (CII) comprises this set of enterprise services.  The CII provides smart, adaptive services that allow users to rapidly access, manipulate and display trusted data in a changing environment.

The CII is not provided as one, centralized set of hardware and software.  Rather, most of the services are implemented in a distributed fashion, though centrally managed where needed. Separate instances of the enterprise services may be required on each network that requires security separation (e.g., physical separation or guards).  Additionally, multiple instantiations may be needed for a variety of other reasons, such as performance or to service the needs of highly specialized communities of interest.

Some of the enterprise services are already defined by AF or DoD policy, and are already implemented or under development.

The CII can be thought of as the Air Force components of certain elements of the DoD Global Information Grid (GIG) architecture.  The GIG elements supported by the CII are:

· Information Transport — Movement of information and/or knowledge among users, producers, and intermediate entities.
· Information Assurance — Protection and defense of information and/or information systems by ensuring their availability, authentication, authorization, confidentiality, integrity, and non-repudiation.  This includes providing for the restoration of information systems by incorporating protection, detection, and response capabilities.

· Information Management — Production, awareness of, access to, and delivery of information in desired formats to the user, consistent with the user’s information requirements, the commander’s policy (to include statutory requirements), and available resources.

Each CII service requires more than just hardware and software.  In order to support enterprise-wide warfighter requirements, each service also must provide operational provisioning and support services.  The following attributes summarize these requirements:

· Usable by Programs — Single, least common denominator service specification with Behavior descriptions, APIs, SDKs, development tools.
· Available across Enterprise — Fixed base and deployed sites, CONUS and OCONUS, with approved C4ISP, CTO, CON, SSAA certifications.
· Quality of Service (QoS) Metrics — Response time, reliability, security, availability, etc. metrics
· Managed (24x365) — Subscriber model, service-level agreements, on-going O&M commitment, help desk, user, admin and developer support
Since each CII service will have unique enterprise requirements, multiple business/provisioning models will be used.  Some of these models include commercial business models, outsourcing, partnerships with C/S/As, industry and other government, enterprise licensing, and extending the AF network management approach (e.g., AFNOC).

3.1 Enterprise Service Delivery Model

An Enterprise Service is an application or set of applications providing a measurable utility or capability, identified in the context of their value to a user.  The service definition provides a high-level description of the business or operational process performed by the users and provider of the service.  The description includes:

· Overall functionality and scope, describing the functional relationships between users and providers.

· Functional requirements, describing the major types of interactions that are performed over the service, such as description of service access and usage.

· Off-line and administrative processes, availability, scalability, performance, etc. requirements.

A service definition is abstracted from any underlying infrastructure used to implement the services.  Services can have multiple access points linked to different user roles.  Service functionality, quality parameters, data and protocols can be mapped independently for each access point.  Service management capabilities are included in the service definition.

A Service Provider delivers the service and any underlying required infrastructure.  This includes the management of infrastructure elements and potentially other embedded services.  The service provider can take on a user role to utilize outsourced or 3rd party services.  Figure 3 – Enterprise Service Provider Model shows the relationship of the user to the service provider:

· User consumes services provided by the service provider.

· Registry or broker provides information on availability of or eligibility for services.

· Service provider delivers access to services to the user, and may use other providers.

· Third party providers support other service providers, but have no direct contact with the user.
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Figure 3 – Enterprise Service Provider Model

The Service Access Point describes the interactions between a user and a service.  It defines the functions, capabilities, and relationships between the user and the service.  It specifies the information flow between the user and the service including the definition of information, content, format, and encoding of the information and the relationships, constraints and rules governing behavior in the processing of information through the service access point.  It specifies interface attributes such as Quality of Service (QoS), the operations performed by the interface and events or sequences of operations corresponding to the information flow.  It describes the implementation and engineering conventions describing the protocols to be used to access and use the service, transport information, etc. as well as any shared services, e.g., other domain or enterprise services used within the service.

The service delivery model also addresses the questions of service life cycle management including service creation, evolution and retirement.  It also specifies investment and funding strategies, cost recovery strategies, use models such as usage-based, subscription, chargeback or seat, and outsourcing vs. “in-sourcing.”  Figure 4 – Enterprise Service Delivery Model shows the different elements of the service delivery model:

· User can have many different roles:

· End-users

· Customers with management responsibility

· Applications (most interactions with the service are by applications rather than by end users)

· Service definition is abstracted from infrastructure:

· Can have multiple access points linked to different user roles

· Service functionality, quality parameters, data and protocol mapped for each access point

· Service management capabilities included in definition

· Service provider delivers the infrastructure:

· Includes management of infrastructure elements

· Can take on user role for outsourced or 3rd party services
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Figure 4 – Enterprise Service Delivery Model

An example of an enterprise service is an Identification and Authentication Service.  The Identification and Authentication Service provides globally unique identifying information for entities (users, services, devices) and a way for enabled applications to authenticate the identity of another entity using the cryptographic digital signatures of trusted third parties.  This service draws capabilities from several key initiatives from multiple DoD organizations and utilizes those capabilities in a consistent and integrated fashion such that users or applications do not interact with those initiatives.  The DoD Public Key Infrastructure (PKI) and Common Access Card (CAC), the Global Directory Service (GDS), service and agency directory services, and DEERS/RAPIDS are integral parts of the overall service.

3.2 Design Philosophy
The CII architecture adheres to the following principles:

· Each CII service has a clearly defined interface called a service access point.  Adherence to service delivery points that are formal or de facto standards facilitates later substitutions of the current implementation with another, more favorable implementation.
· Services are only included in the CII when AF C2 requirements and architectural coherence demand.  Services are locally provided by C2 Node platforms whenever practical.
· Delivery requirements are managed as Quality of Service (QoS) expectations to be negotiated between the Enterprise Service and the mission applications.  QoS is managed across the service provider, the CII Node Manager and the Node Platforms and mission applications.

· The standard for an enterprise level registry of web services in the CII is UDDI.
· Mission applications use dynamic discovery mechanisms to find enterprise services.

· Each service uses other CII services and hides infrastructure changes from applications and data sources.

· Information that is shared among mission applications across the enterprise is encoded in a common, well-described format using XML technologies.  XML is the standard format for inter-C2-node information exchanges.  The specifics of XML Schemas and DTDs are registered in the CII enterprise and cataloged in the DoD XML Registry
.

· Service implementations are distributed and federated, versus centralized, to provide survivability, flexibility and other qualities of service.
· Products are Commercial Off-The-Shelf whenever possible.
· The infrastructure is extensible, i.e., it allows for the addition of new functionality and the replacement of existing functionality without impact to the critical operations of the infrastructure.
· Subject to policy constraints, all information consumers can access all relevant producers.

· The Global Grid will provide a standard IP-based communications infrastructure for information transport both within C2 Nodes and across the enterprise.  The services are accessible via the IP-based Global Grid.

· Each C2 Node is a security realm and is responsible for mediating access to its resources.  CII security services are utilized to implement a consistent security policy across the enterprise and provide enterprise-wide services such as global authentication. 

3.3 Provisioning of Enterprise Services

Because the AF C2 Enterprise is also part of the larger DoD Enterprise, the provisioning of Enterprise Services will be a collaboration of the AF with other DoD Services and Agencies.  In particular, many of the services will be provided by the Defense Information Systems Agency (DISA) on behalf of DoD.  The AF CII Node Manager will be the primary C2 Enterprise interface to external organizations on policy, acquisition, integration, testing, certification and sustainment matters pertaining to CII services provided by external organizations.
There are practical considerations that limit the scope of the enterprise that can served by the enterprise services.  Two of these considerations are security and scalability, as described below.
Security Separation — Separate instantiations of enterprise services are required on each network that requires physical or logical separation because of security (e.g., separate instantiations on NIPRNET and SIPRNET).  The instantiations should be nearly identical at the specification, product, and version level, except that they are hosted on different networks.

Scalability — It may not be possible to scale up some enterprise services to large enterprises like the AF or DoD.  In some cases, this may be due to technology limits, even for a single level network such as NIPRNET.  In other cases, the collective agreement needed for enterprise-wide uniformity may be difficult to achieve; for example, achieving agreement on the definitions for user roles that would be needed for enterprise-wide role-based authorization.  Services can be provisioned at a finer granularity, a C2 Node.  These services can be federated to provide the function of a single service.

Tactical, Disconnected and Constrained C2 Nodes — Enterprise service implementations must be able to be scaled down to work in a constrained C2 Node such as a forward deployed, airborne, or special security situation. These types of environments may also need support for offline, low bandwidth or intermittent connectivity.

3.4 Enterprise Information Transport

One of the primary functions of the CII is to provide enterprise-wide communication services. These services include not only data transmission, but also support for voice communications and video.  CII communication services will be provided to users in all AF domains including fixed base, ground deployed, ground mobile, airborne, and space.

All aspects of the CII are expected to evolve as this technical Reference Architecture is being applied.  The discussion in this section focuses on the objective CII communication services except where explicitly noted.

The CII will provide communication services to the C2 Enterprise by:

· Using a common transport utility to route information between sources and destinations anywhere in the world.

· Using standard protocols and applications to provide CII communication services.

The CII common transport utility will consist of a richly interconnected group of disparate networks supplied by the Air Force, DoD, other Services, or coalition partners.  The design, construction, deployment, operations, management, and evolution of these networks will collectively implement the CII worldwide network.  The Air Force portion of this network, known as the Global Grid (GG), serves as the AF’s common information transport utility.  The CII provides all network services interconnecting elements of the C2 Enterprise.

In addition to the transport services, a number of communication services will support the common needs of missions.  These services include such things as file transfer, email, and a video streaming.  To obtain these services, standard protocols and applications must be implemented in each C2 Enterprise host depending on the specific communication needs of that host’s users.  The CII protocols are:

· CII Transport Service Protocols — The minimum set of protocols required for use of CII common transport services.  Transport services, resulting from the performance of a variety of functions, are concerned primarily with the reliable end-to-end transmission of data across networks.
· CII Communication Services Protocols — Implemented as required by host systems to provide a variety of common end-to-end communication services, including:

· Personal and Organizational Messaging (electronic mail)
· File Transfer

· Remote Terminal

· Streaming Data and Video

· Telephony
· Video Teleconferencing
· Shared-Screen Teleconferencing
· Computer Conferencing
· Broadcast
· CII Value-Added Services Protocols – Collection of protocols and applications, such as those recommended for the JBI, that perform information management and data dissemination functions, and other commonly needed infrastructure services, including network management.

A complete listing of the standard protocols for each of the above categories is provided in Table 1.  Implementation of the Transport Service Protocols is the minimum requirement to achieve end-to-end connectivity.  The Communication Service and Value-Added Protocols listed are the ones that need to be implemented if there exists a requirement to provide such services.  Protocols providing other communication and value-added services that do not duplicate the services of the standard set may be used with the CII upon administrative agreement among the parties that wish to use them.

Table 1 – CII Communication Protocols

	Layer
	Protocol
	Reference Standard
	Network Device Requirement
	Subscriber Device Requirement
	Notes

	Common Transport Services

	Application
	BGP4
	RFC 1771
	Yes
	No
	

	Transport
	TCP

including:

  TCP Scaled 

    Window Option,  

  TCP Congestion 

    Control
	RFC 793

RFC 1323

RFC 2001
	Yes
	Yes
	Current, commercial implementations of TCP do not support efficient communications over some links – i.e., those with large delay- bandwidth products.  Although some enhancements have been identified none are extensively implemented or completely satisfactory.  As these enhancement or new protocols mature, additional protocol sets will be recommended to address specific limitations associated with satellite links

	
	UDP
	RFC 768
	Yes
	Yes
	

	Network
	IP
	RFC 791; RFC 950 (subnets); RFC 922 (broadcast); RFC 1519 (CIDR); RFC 1108 (security)
	Yes
	Yes
	There is only limited support for mobile subscribers, and quality of service.

Current, commercial implementations of IP do not provide adequate support for some types of communications services – i.e., real time information transfers.  Although some enhancements have been identified none are extensively implemented or completely satisfactory. As these enhancement or new protocols mature, additional protocol sets will be recommended to address specific limitations associated with: 

· real time data, voice, video service

· priority/precedence service

· mobile subscribers

	
	ICMP
	RFC 792
	Yes
	Yes
	

	Link
	Ethernet

Serial

ATM
	IEEE 802.3

HDLC; PPP

[cf. JTA for ATM reqt's]
	Yes
	Yes
	

	Communications Services

	Application
	FTP
	RFC 959
	Yes
	Yes
	

	
	SMTP
	RFC 821
	No
	Yes
	

	
	Telnet
	RFC 854;

options/

extensions RFCs

855-861, 1043,

1073, 1079, 1080,

1091, 1116
	Yes
	Yes
	

	
	HTTP
HTTPS


	RFCs 2246, 2616, 2617, 2817, 2818
	Yes
	Yes
	

	Value-Added Services

	Application
	SNMP 

including MIB-II
	RFC 1098
	Yes
	No
	RFC 1098 specifies SNMPv1, which contains minimal security features to protect configuration data; SNMPv3 should be used when implementations are standardized.


3.4.1 CII Communications Architecture

The CII communications architecture may be expressed in terms of the different types of networks the CII encompasses.  Defined solely by the geographical extent of their administrative domain is:

· Node local communications

· Regional area networks

· Wide area networks

It is important to note that not all nodes will necessarily have the same communication service or connectivity needs.  This implies that different mission applications can be addressed through different configurations that are nevertheless still compliant with the CII communications architecture.  The description of the CII presented here is meant to be all encompassing, although in actual implementation some architectural elements may be missing or may be interconnected differently.

Node local communications is presumed to be a local area network or other premises communication system, such as a LAN within an AOC node or an aircraft communications bus.  This type of communication system is generally under the administrative control of the node itself.  This means that decisions on addressing, routing, and implementation of security policy may be governed by a local authority.  The administrative control of the node may simply default to that of the regional area network.

Regional area networks are broken into two main classes.  The first class consists of specialized networks such as Link 16/JTIDS that are currently closely integrated with mission applications. The second class is made up of common network systems that serve a broad range of applications within a limited geographical area.  Examples of these are networks that have been developed and implemented under current AF programs for fixed base and deployable communications, namely the Combat Information Transport System (CITS) and Theater Deployable Communications (TDC), respectively.  Networks in this category operate under a regional authority.

Wide area networks provide long-haul connectivity and cover large geographical areas, such as an entire continent or even the world.  Many intelligence information collection systems have their own WANs.  The most visible DoD WANs are those provided under the Defense Information System Network (DISN) that interconnects DoD military installations worldwide. The WAN services currently provided through DISN include:

· Unclassified but Sensitive Internet Packet Router Network (NIPRNET) — Unclassified data service.

· Secret Internet Packet Router Network (SIPRNET) — Secure data service.

· Defense Switched Network (DSN) — Unclassified voice service.

· Defense Red Switch Network (DRSN) — Secure voice service.

· Joint Worldwide Intelligence Communications System (JWICS) — Special intelligence data service.

· Defense Video Services-Global — Video teleconferencing service.

All of these types of networks; node local, regional, and wide area, when interconnected using the core and recommended standard protocols and applications, will permit information to pass transparently.  For any particular service, the interconnected networks should appear seamless.  From the viewpoint of the objective CII Communications network, they can be considered one integrated internetwork; however, in the near-term, most voice and video services are expected to remain on separate circuit-switched networks as shown in Figure 5 – CII Communications Notional Architecture.
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Figure 5 – CII Communications Notional Architecture

3.4.2 Common Transport Utility

Common transport services are the foundation upon which CII communication services are built.  These services enable global connectivity over terrestrial, radio, and satellite communications systems.  Independent networks can be integrated into a single integrated seamless network that provides communication paths between any information servers and users located anywhere in the world, although use of certain connections may be restricted.  The network may be comprised of a large collection of independently administered networks using a wide variety of different networking and transmission technologies; however, the operating characteristics are made nearly transparent.  Finally, as the composition of the network evolves i.e., new networks are interconnected or older or ad hoc networks disappear, there is no noticeable impact to users connected to the networks.

Enabling this common transport service requires that a core set of communication protocols be implemented in host systems and that those protocols be supported with an identical set of networking services by all constituent networks.  Not all communication systems available today support or are capable of supporting the core protocols.  Therefore, the specific services offered at any particular place and at any particular time will be dependent upon the “quality” of the communication subsystems that happen to be utilized to provide information transport.  Legacy systems that cannot feasibly make the transition will be connected to the network through gateways that provide a conformant interface to the common transport utility.  In the meantime, it is essential that application services be designed so that they can evolve to use the advanced communication services envisioned for the future.

3.4.2.1 Scope

In its end state, the CII will support the exchange of information throughout the enterprise among all C2 nodes; this includes intra-node as well as inter-node communications.  It will also provide information transfer at all classification levels for integrated voice, data, and video services, including non-real-time, near real-time, and real-time information transfers.  The CII will provide the communications required to support all envisioned higher-level enterprise services; e.g., JBI, collaboration, portal, and email.  Achieving the CII end state will be a challenge.  Today the CII may not be able to provide all of the required services listed at the beginning of this section. Many of the communication systems available today are not capable of supporting the core protocols, although they do provide many of the same services, e.g., voice and video, using legacy and often non-interoperable systems.  In addition, the protocols required to support some CII end state services, such as real-time information transfers and mobile routing, are not yet mature.  In these cases, the strategy is to take advantage of commercial developments to obtain the needed technology, and to fill in any military-specific gaps through DoD-sponsored research and development programs.  The point is that the scope of services that comprise CII communications is comprehensive from the start, but the way in which those services are provided over time will evolve beginning with a set of diverse networks and moving toward a converged network.

CII communications will be supported by the transmission services of all available communications technologies including: copper wire, optical fiber, LOS radio, and BLOS SATCOM for terrestrial connectivity; SATCOM, tactical data links, and other radio links for airborne connectivity; and SATCOM, including RF and optical links, for space connectivity.   It is the intent of the CII to make the choice of underlying transmission technologies as invisible as possible to the CII user.  Nevertheless, each transmission technology exhibits performance attributes that are characteristic of the physical media used.  Some of these performance characteristics cannot be hidden.  Hence, they can be expected to manifest themselves in performance attributes (i.e., Quality of Service) that are visible to applications using CII services. This awareness of networking service performance, i.e., QoS, can be exploited by network-aware applications that make choices about when to use the network or what traffic to offer to it for transport.

3.4.2.2 Realizing the CII Communications Services

The capabilities of the CII Communications Services will be realized over time through implementation of new communication capabilities and modification or augmentation of legacy systems.  Examples of how the concept will be realized include:

· Design — Promoting adherence to the principles of layering, implementation of the core protocols, and so forth.

· Construction — Using modules that can be easily changed, allowing for expansion of capacity and interconnectivity with other networks.

· Deployment — Providing access points that can be reached from anywhere in the world.

· Operations — Maintaining procedures to enable a network to operate transparently when interconnected with others.

· Management — Providing sufficient measurement information and incorporating network management features that will allow the networks’ operating parameters to be changed to accommodate changes in traffic.

· Evolution — Converging on IP-based networking.

At this time, the focus of CII communication services has been on converging networks that provide data services.  Therefore, the guidance that follows is oriented primarily to converging data services.  Similar guidance for converging voice and video services can be expected in the future.

From an implementation perspective, use of a common transport for data does not necessarily imply that legacy systems must change their interior routing protocols or message formats if this would be infeasible.  They only need to provide a compliant interface at the boundaries to other communication systems.  Non-compliant legacy communications systems should be augmented over time to operate in a compliant manner with the CII core protocols.  The first step of this migration is to be capable of attaching to the CII network through:

· Address Translation — Provide a translation capability between its native addressing scheme and the CII IP addresses if IP addresses are not used internally.

· Internal IP Encapsulation — Provide the capability to encapsulate/decapsulate IP packets routed to/from the CII for members of the internal network.

· Update External Routing Information — Advertise which IP external network addresses can be reached through a connection.

· Link Interfacing — Provide compatible physical and link layer port(s).

For a communications system to be fully interoperable with the rest of the CII it must, in addition to meeting all of the above “attach to” criteria, also provide:

· Full Exterior Routing — Advertise all other attached networks (a more robust implementation of an exterior routing protocol).

· External IP Encapsulation — Provide the capability to encapsulate/decapsulate IP packets routed to/from the CII for members of the external networks.

· Implement IPv4 — Provide the core networking services, i.e., implement IPv4, needed by the requisite transport layer protocols that in turn support higher layer protocols.  For the C2 Enterprise Reference Architecture, the required transport layer protocols are TCP and UDP.  Additional transport layer protocols may be required to support satellite communications and mobile connectivity, but they should still be supported by IPv4 or its successor.  The current choice of network layer protocol is IPv4 because of its maturity and availability. IPv6 has been developed to overcome some of the limitations of IPv4 and to improve routing performance.  When IPv6 has matured, has become widely available in commercial implementations, and can be adopted with low-impact, IPv6 will be considered as an IPv4 replacement.

· Inherent Extensibility — Connectivity must be scaleable to accommodate additional users, flexible to accommodate different network architectures, and reconfigurable to enable relatively rapid changes and insertion of new technologies.

· A Layered Architecture — The C2 enterprise must be based upon a layered architecture and the communication and network infrastructure within it must be layered to conform to the CII reference model as well.

To perform either, or both, of the above sets of steps, a legacy system may either be modified or augmented with other equipment such as external routers or gateways.  Gateways are one way to meet the above capabilities for a legacy communications system that is infeasible to change.  A gateway may be used to provide one or more of many capabilities, including but not limited to: message reformatting, protocol translation, frequency translation, and physical/link layer port compatibility.  Depending on the scope of the functions a particular gateway needs to perform and the way in which it is implemented, a gateway may have a noticeable performance impact on service.  Even though using gateways adds more hardware and imposes additional operations and maintenance cost, particularly in view of the high availability and reliability required in C2 environments, it may provide a faster, more cost effective, and lower risk path to interoperability than modifying the legacy system.

New systems should be designed to be compliant with CII standards from the start.  Thus over time, as obsolescence causes the legacy systems to be replaced, the reliance on gateways will be reduced.

3.4.2.3 Quality of Service

In its objective end-state, the CII will transport IP packets between mission devices.  From the perspective of a C2 Enterprise host system, the only unit of information CII networks will handle will be IP packets.  The CII will also respond to Quality of Service (QoS) parameters included in the Type of Service field of the IP packets.  QoS characterizes the expected performance of requested data transmissions.  The CII will also provide the mission applications with performance measurements related to the requested QoS so that network-aware applications can optimize use of available communication resources.  During times of crisis, communications will nearly always be a limited resource for the C2 enterprise, especially in the tactical RF environment.  Network-aware applications and JBI components that receive network performance measurements will decide on how to service mission requirements with the available communications resources.

3.5 Enterprise Information Assurance

The security services provided by the CII include an enterprise-wide integrated protection of information systems and networks, centralized identification infrastructure, directory services, and security support to the communications among C2 nodes and between C2 Nodes and external objects such as other military services systems or coalition partners.

3.5.1 Functional Security Tenets

· Authentication — The first principle that will drive the authentication function is “Trust no One”.  As a general rule, both human users and application components must authenticate.  Only when some trust relationships have been established, either on an a-priori or temporary basis, or when the service or application is deemed not critical, can the authentication requirements be reduced.

· Authorization — Protected resources must restrict access to some subset of non-anonymous users.  Authorization mechanisms must limit interactions with resources to collections of users or systems for the purpose of enforcing integrity, confidentiality, or availability constraints.  Given the scope and spread of users and resources in the AF C2 Enterprise, rules for access to resources cannot be fine grained to the individual level, but rather broadly given to users with specific security attributes or roles.  The roles may represent competency (rank, position, or training), authority, responsibility, or specific assignments.  These types of authorizations are called Role Based Access Controls (RBAC).  Authorizations should be performed at the lowest practical level in the architecture.  By pushing authorization down to the lower layers, more robust common security mechanisms can be shared among applications.

· Accountability — All activities need to be traced to a source that may then be held responsible for the actions performed.  This can be accomplished by generating audits of all security relevant transactions.  For distributed systems, special measures will be required (e.g., logging of time stamped messages at the source and destination) for the proper correlation of all chained requests to an original source.

· Security Administration — A common security policy for the overall C2 Enterprise cannot be enforced through centralized management.  Besides, many variations of the policy will be needed at each Community of Interests as represented in individual C2 Nodes.  Since policy will be based on both fixed security attributes (e.g., name, PKI certificate) and variable attributes (e.g., assignment, position, location) it is important that the security administration be flexible to allocate both management and enforcement at appropriate levels of the enterprise.  Only the basic part of the policy enforcement such as users registrations or issuance of PKI certificates may be delegated to the CII, while the actual authentication and access control rules are to be determined and enforced within C2 nodes.

· Security Association — Some of the mission applications may require chains of requests that go beyond the client/server model.  Transport security mechanisms, such as SSL or IPSEC, are inadequate in multi-tier environments because they cannot secure a chain of requests, only two end points.  There is a need to establish authentication mechanisms that delegate or impersonate the original source.  Protocols that are built upon transport security, such as Common Secure Interoperability v2 (CSIv2) are one of the ways to secure applications end-to-end.

3.5.2 Security Infrastructure

The Reference Architecture focuses on the Common Integrated Infrastructure (CII) Services, and the Node Platforms located at C2 Nodes.  The IA infrastructure system view parallels that approach as shown in Figure 6 – Notional IA System View.
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Figure 6 – Notional IA System View

The C2 Enterprise is located a set of geographical locations called “C2 Facilities.”  A C2 Facility may contain multiple C2 Nodes as well as instances of CII services.  Each C2 Node is associated with one local security policy.  All local security policies conform to the enterprise security policy, based on the Defense in Depth paradigm.  In addition, under today’s AF organizational structure, each C2 Facility currently includes a Network and Security Operations Center (NOSC) or a Network Control Center (NCC) and the AF Computer Emergency Response Team (AFCERT) actions.

For each C2 Node there are a set of resources; data and capabilities, and a set of entities; users, groups, and processes that access those resources.  The resources and entities are associated with specific node platforms associated with the enclave.  The C2 Node provides an administration function such as managing access permissions associated with its Node Platforms.

Table 2 – Security Services lists the allocation of security services among the CII, the C2 Node Platform, and the Mission Applications.

Table 2 – Security Services

	Security Service
	CII
	C2 Node Platform
	Mission Applications

	Protection against External Threats
	· Provide adequate protection for the availability, confidentiality, and integrity of network resources

· Provide for boundary protection of AF C2 enterprise (Firewall, malicious code, Intrusion Detection)

· Provide for defense of computing environment
	· Provide for defense of computing environment

· Detect Intrusions at host level


	


	Identification and 
Authentication
	· Provide Directory services including unique user names and eventual maintenance of X.509 certificates
	· Provide for Authentication of users.  Initial basic authentication via passwords or biometrics.  Eventual use of X.509 certificates
	

	Authorization
	
	· Maintenance of user security attributes, capabilities and permissions

· Use of attributes and permissions to make role-based access control decisions

· Delegation of identities and acceptance of delegated identities
	· Optional additional access control decisions based on programmatic considerations

	Auditing
	· Audit traffic between nodes and external traffic
	· Audit all security relevant actions at node resources

· For inter-node transfers, log unique message identifier at both calling and called node for eventual end-to-end correlation
	· Optional audit of programmatic relevant events

	Security Policy Enforcement
	· Enforce Security Policy for Infrastructure

· Manage user identity allocation

· Manage AF PKI
	· Establish and manage C2 Node as security domain with a common security policy

· Manage user passwords and maintenance of security attributes
	· Optional management of programmatic attributes and policies

	External Traffic Management
	· Maintain indirect management of Inter-C2 Node connectivity

· Manage connectivity to other enterprises

· Provide eventual connectivity and guard services to coalition partners systems
	· Establish connectivity to other C2 Nodes based on global and specific rules based on infrastructure delegated policies
	


3.5.3 Information Management Infrastructure Protection

Security services in this category include the implementation of all measures necessary for a layered protection of all AF networks and systems.  In the context of these services, infrastructure does not apply only to the CII, but it also includes all network and system resources in all C2 nodes.  The services are mostly geared to protect AF resources against external threats and they will be implemented and supplied by programs such as Combat Information Transport system (CITS).  All services provided by CITS will be considered to be a part of the CII. Individual C2 nodes, applications, or programs, may provide additional protective measures at their discretion.  The necessary services and measures are based on Policy and Guidance Memorandum 6-8510 “DoD Global Information Grid Information assurance” and Defense in Depth Concepts.  The services are classified as Network Protection (including data, voice, wireless, and tactical), enclave boundary protection, computing environment protection, and supporting infrastructure protection.

3.5.3.1 Network Protection

The purposes of these services are to ensure confidentiality and integrity of information and availability of network resources.  The target environment for network defense includes data, voice, wireless (e.g., cellular, Personal Digital Assistants or PDAs), and tactical networks that support operational AF missions.  The mechanisms of network defense will ensure that the networks are protected against denial of service attacks and that all data is protected in accordance with its classification and mission criticality.  Finally, they provide the ability to protect from, react to, and restore operations after an intrusion or other catastrophic event.

3.5.3.2 Enclave Boundary Protection

Enclave boundary target environments include any entry point to any physical facility associated with the AF enterprise.  The purpose of boundary protection is to ensure that systems and networks within protected enclaves maintain acceptable availability, are adequately protected against denial of service intrusions, and adequately defend against the unauthorized modification or disclosure of data transmitted or received by systems in the enclave.  Services provided as part of enclave protection include risk-managed means of selectively allowing essential information to flow across the enclave boundary (e.g., firewalls) including dynamic throttling of services due to changes in risk postures, intrusion detection systems (IDSs), and malicious code protection (Virus and Mobile Code checkers).

3.5.3.3 Computing Environment Protection

The computing environment refers to all servers and workstations including the applications installed on them and the supporting services necessary for the operation of the network (e.g., routers, switches).  It must ensure adequate defenses against subversive acts of trusted people and systems, both external and internal, through protection and intrusion detection mechanisms.  This set of services is a shared responsibility between the CII and the C2 Nodes.  While the CII is totally responsible for Network and enclave boundary protection, its responsibilities for computing environment are limited to those agents installed in individual computer resources that provide for centralized reporting of intrusions.  The CII responsibilities for external protection are roughly defined as those provided by the CITS program.  Individual servers and workstation protection will be a responsibility of services provided by the C2 Nodes.

3.5.3.4 Supporting Infrastructure Protection

Supporting Infrastructure Services include intrusion detection, reporting, analysis, assessment, and response infrastructure to enable rapid detection and reaction to intrusions and other anomalous events.  It must provide adequate operational situation awareness.  Supporting infrastructure services are currently provided by the AF Computer Emergency Response Team (AFCERT).

3.5.4 Enterprise PKI Services

This set of services refers to the issuance, distribution, storage, retrieval, and validity verification of X.509 certificates for all AF personnel.  The CII will incorporate all AF PKI services as they become available.  Once they are fully incorporated, the CII will supply the C2 Nodes with validated certificates to be used for strong authentication of users.  All user roles will still be maintained at the C2 Node.  The CII will establish a relationship with external PKI servers to request non-AF certificates (e.g., Army personnel at an AF run facility), and obtain the validated certificates through a trusted channel.

3.5.5 Security Attributes Directory Services

The CII will maintain an Enterprise user directory implemented as an LDAP compliant directory service.  An enterprise-wide unique user identity will be issued and maintained as part of the CII.  Credentials obtained from these directory services will contain the unique user ID and basic static security attributes (i.e., those that only change every few years).  All other user security attributes based on more dynamic roles, including pre-PKI authenticators (e.g., passwords, biometric data) will be maintained in Local C2 Node Credential and Role Directories (LCRD), as delegated by the Enterprise.

3.5.6 Inter C2 Node and External Communication Support

As part of the communications services, adequate security support will be provided to communications between C2 Nodes.  It must support transactions that originate within an application (i.e., the user makes a request of an application, which in turns requires information or services from another application in another C2 Node).  For this purpose, the CII should support adequate protocols for the transfer of security data.  The preferred method is using Common Security Interoperability version 2 (CSIv2).

3.6 Enterprise Information Management

The CII provides a suite of services for managing information.  These include services for providing and using web services (generally provided by mission applications), services for exchanging information between applications, and services for messaging.  This section briefly describes the roles these collective services play in enabling enterprise integration.

The AF C2 enterprise must allow users and applications to exchange information in a secure, reliable, and flexible fashion.  The information assurance infrastructure ensures that all information and information exchange will be secure.  The Global Grid provides the basis for reliable information transport.  This section is concerned with flexibility, and with additional needs for reliability.

3.6.1 Information Exchange

In the past, separate services have been provided for information exchange between users, and exchange between applications.  Users have used email and organizational messaging systems to communicate, with little or no shared model of the information sent.  Recently, the AF has begun to manage email as an enterprise service, allowing any user at any node to email any other user (within the same classification level).  Organizational messaging supports a similar mode of communication, but for organizations as opposed to specific users.  Both modes of communication are adopted by Reference Architecture as services and remain vital to exchange of information.

In contrast, mission applications have used a wide variety of technologies to exchange information.  Examples include CORBA, Link-16 messages, HTTP, and even email.  The Reference Architecture provides web service capabilities and information brokering to replace and generalize these capabilities.  The architecture also allows information exchange to be generalized, so that the same mechanisms (web enabling and information brokering) can be used by both users and applications.

Information brokering is inherently different from addressed messaging.  In information brokering, information providers describe information and services that they offer, and consumers describe information and services they need.  In rough terms, providers publish their offerings, and consumers subscribe for their needs.  Offers and needs are described in a structured way, using XML (and stored in the DoD XML Registry).  The CII information brokering service is responsible for matching offers and needs, and establishing a means of delivery.  In contrast, in addressed messaging paradigms (email and organizational messaging), the provider explicitly sends information to the consumer(s), without specifying what information is being sent.

3.7 Future CII Services

The CII is an evolving set of services.  As requirements for additional capabilities are identified and as commercial standards and technologies evolve, additional services will be added to the CII.  Examples of future capabilities include knowledge management services, instant messaging and alerts services, network management services via SNMP, and geospatial information services.

There are additional capabilities and services that are of value enterprise-wide. Common reference data, such as XML schemas, may be considered as enterprise-wide, for example.  The authoritative source providers of such capabilities must make their information accessible via this architecture, however, these capabilities are not included in the CII in order to decouple the computing infrastructure from the users of that infrastructure.  The CII is concerned that services and information are available enterprise-wide; the CII is not concerned with the information itself.

4. C2 Node Platform

The C2 Node Platform is the cornerstone of the implementation of the Reference Architecture.  It is an application support framework that provides an infrastructure implementing the services and functionality that are repeatedly built in today's systems.  It provides common local services such as messaging and distributed transaction support, so software developers don’t have to start from scratch to develop a mission application.  The C2 Node Platform enables shared use of developed and documented services and reduces the effort required to integrate modernized and newly developed applications.  This foundation provides a standards-based, highly flexible and capable execution environment for building mission applications that have a high degree of interoperability.

This section describes the characteristics and capabilities of a C2 Node Platform:

· The responsibilities of the C2 Node Platform provider.

· The multi-tier computing model and containers, which are provided in a C2 Node Platform for use by mission application developers.

· The computing services to be provided in the C2 Node Platform.

· The interfaces to and use of enterprise services.

· The implications of our architecture goals on the choice of vendor and technology.

4.1 Responsibilities of a C2 Node Platform Provider

Most C2 Node Platforms will not be developed from scratch.  Instead, C2 Node Platforms will combine and configure a set of commercial products to implement the local computing environment, and to meet the needs of the mission applications used at the C2 Node.  The C2 Node Platform also gives the mission applications appropriate access to CII enterprise services.

4.1.1 Use Enterprise Services

C2 Node Platform providers state their enterprise service requirements, to be validated for the enterprise.  As in spiral development of C2 Node Platform requirements, the platform provider uses the current version of each enterprise service to define requirements for the next version.

4.1.2 Provide C2 Node Platform Services

The C2 Node Platform provider must obtain, test, and deploy the platform services for use by compliant mission applications.  As part of this responsibility, the platform provider must make platform service interfaces and related resources (documentation, example code, test environments) available to mission application developers.

Node Platforms will generally be built using commercial application servers and related software, tested and configured to the hardware and environment of the C2 Node.  If documentation or provisions of C2 Node Platform services is needed for compliance with other standards (e.g., COE segmentation, security accreditation, etc.), this is the responsibility of the platform provider.

The C2 Node Platform provider must elicit platform requirements from mission applications developers.  The platform provider must validate these requirements against this Reference Architecture.  The Node Manager is responsible for making the technical and system tradeoffs to determine whether the node platform or the mission application will implement the requirement.  Only requirements appropriate for a platform will be levied on the platform provider.

C2 Node Platform requirements should include QoS statements about expected use of platform-provided services, including interfaces to enterprise services.  For example, a mission application might require support for a given number of transactions per minute executed by a given component on a given database.

4.1.3 Provide Mission Application Development Environment

The C2 Node Platform provider must provide a mission application development environment for building multi-tier applications that corresponds to the platform run-time environment.  The development environment could include tools such as software development kits (SDK), configuration instructions, class libraries and other tools for developing mission applications.  The development environment should provide interfaces to node and enterprise services that the mission application developer can use.  It should also provide implementations of many of these services that can be used for testing prior to integration.

4.1.4 Integrate Mission Applications

In most cases, the C2 Node Platform provider will be responsible for integrating mission applications that will run in the C2 Node.

It is usually not the responsibility of the C2 Node Platform provider to develop mission applications, nor enterprise services.  However, the platform provider may be required to develop certain functions if these are needed by multiple applications.

4.1.5 Manage and Administer the C2 Node Platform

The C2 Node Platform provider may also be responsible for maintaining and administering the platform.  The approach used will likely depend on the environment of the C2 Node.

4.2 C2 Node Software Architecture

C2 Node Software Architecture is structured into three tiers consisting of a client tier, application tier, and data tier.  Figure 7 – C2 Node Software Architecture shows a J2EE based implementation.
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Figure 7 – C2 Node Software Architecture

The client tier provides direct interaction with the user.  A client may simply be a web browser accessing web pages and content from a web server.  A client may also be a standalone application with a complex graphical user interface and business logic.  The preferred approach is to implement clients as thin, web browser-based clients.

The application tier contains application business logic and provides access to databases and files.

The data tier contains persistent information storage in databases and files.

C2 Node software is organized as components that reside in the tiers.  A component provides a discrete piece of application business logic with defined inputs and outputs.  Components are deployed in containers, which provide the run-time environments in which components execute.

The Java 2 Enterprise Edition (J2EE) standard is an example of a component-based architecture that can be used to implement Java software components on a C2 Node Platform.

4.2.1 Containers

A container is a run-time environment that provides run-time services for application components.  These services typically include security, messaging, database access, connection pool management, persistence, and transaction management.

J2EE provides two types of containers; web containers and Enterprise Java Bean (EJB) containers.  Web containers are used to host Java servlets and JSP pages.  EJB containers are used to host Enterprise Java Bean components.

The C2 Node Platform provides the application developer the flexibility to choose the appropriate container service for an application component.  For example, a component that disseminates ATOs may use a container messaging service while a component that updates multiple logistics databases may use a container transaction service.

4.2.2  J2EE Application Design

Application designs based on the J2EE programming model are shown in Figure 8 – J2EE Application Design.
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Figure 8 – J2EE Application Design

4.3 C2 Node Platform Services

4.3.1 Client Tier Services

The term “presentation logic” is commonly used to describe the construction of presentation content from the application tier business rule components.  The preferred client tier is implemented using a web browser and associated run-time software using HTTP to communicate with the application tier.  Client tier applications shall be equipped with the run time libraries needed to communicate with their respective application tier.  Examples include EJBs, Microsoft™ COM, etc.

4.3.1.1 HTML/DHTML

HTML and DHTML allow developers to create applications with functional web-based interfaces for data entry or reporting without using custom controls or applets.  DHTML is based on the W3C-standard Document Object Model (DOM), where all web-page elements are regarded as programmable objects.  Use of DHTML and scripting languages is important for providing a satisfactory, interactive user experience.  In addition, use of DHTML means that the client does not have to repeatedly return to the web server for changes in display, resulting in decreased bandwidth usage.  HTML and DHTML are most commonly generated on the fly by the application tier.  This allows the application to integrate dynamic data along with dynamically generated mobile code into the designated look and feel of the web site.

4.3.1.2 Wireless Browsers and PDAs

Wireless browsers include cell phone-based browsers, via the Wireless Application Protocol (WAP), for example, and PDA-based web-clipping applications (e.g., AvantGo™).  Laptops and fully functional palmtops running Windows 98 and similar full-fledged operating systems, over wireless networks, follow the same standards as for desktop computers and software.

Wireless applications on cell phones include WML and Hand-Held Device Markup Language (HDML) browser-based standards, as well as the emerging Java 2 Micro Edition (J2ME) client software.  Palm OS, Windows Compact Edition (Win CE), Psion EPOC, and similar devices should access web-services via a web-clipping application.

These technologies are expected to become competitive alternatives for mission applications.  As a result, C2 Node Platform providers should consider the potential need for these protocols and plan accordingly.

4.3.2 Application Tier Services

In addition to the obvious platform services (e.g., JSP, EJB, RMI, JDBC), the platform must also provide several related capabilities to mission application developers.

4.3.2.1 Message-Oriented Middleware

The platform must provide a message-oriented middleware capability.  For J2EE, the Java Message Service (JMS) enables access to enterprise messaging systems such as IBM MQ Series.

4.3.2.2  Web Services

The W3C definition of a web service
 is; a software application or component that can be accessed over the Internet using a vendor/platform/language-neutral data interchange format to invoke the service and supply the response, using a rigorously defined message exchange pattern, and producing a result that is sufficiently well-defined to be processed by a software application.  The platform is responsible for providing capabilities that allow mission applications to provide and use web services.

Web services go beyond web enabling: they are the cornerstones of interoperability between C2 Nodes.  Whereas web enabling enables information flows from databases and applications to web browsers, web services enables information flows from machine to machine.

Web services are self-contained modular services that can be published, located, and invoked across the network.  Web services perform a range of functions - from simple requests to complicated business processes.  When an application component is deployed as a web service, other applications can discover, invoke and share the web service’s functionality across the network.  Web services depend on no additional communications infrastructure and they can be built and deployed in each C2 Node.

Web service technology will enable the next generation of AF mission applications to be written as distributed applications using a least-common-denominator, open, low-cost, universally available web protocol stack based upon the standard TCP/IP based communications infrastructure.

Applications and components written as web services will enable information exchange across different systems and C2 Nodes, regardless of the computer language, operating system, or hardware platform hosting the client application and web service.

Web services are based on four key technical standards:  XML, SOAP, WSDL and UDDI.

4.3.2.3 XML (eXtensible Markup Language)

XML is the strategic instrument for defining corporate data that crosses application domains.  It also provides an opportunity to reuse this data outside of the application and data sources from which it was derived.

Part of creating a markup language includes defining the elements, attributes, and rules for their use.  For the XML language, this information is currently stored inside a Document Type Definition (DTD).  DTDs can be included within XML documents or may be separate from and referenced by them. A new standard being developed by the W3C, XML schemas, will replace DTDs.  XML schemas provide all of the structuring capabilities of DTDs, plus the ability to specify data types for elements and attributes and to describe constraints such as uniqueness or validity ranges on their acceptable values.  Additionally, XML schemas are themselves written in XML, so that a single XML parser can ingest and validate both schemas and instance documents.

It is not the platform provider's responsibility to develop schemas for the C2 Node; instead, the mission application developers do this for databases they provide.  However, the platform provider must support DTDs and XML schemas for use across tier boundaries for accesses to web components, EJB components, and databases.

4.3.2.4 SOAP (Simple Object Access Protocol) 

SOAP is a lightweight protocol for exchange of information in a decentralized, distributed environment.  It is an XML based protocol that consists of three parts: an envelope that defines a framework for describing what is in a message and how to process it, a set of encoding rules for expressing instances of application-defined data types, and a convention for representing remote procedure calls and responses.  SOAP can be used in combination with a variety of other protocols; however, this document focuses on SOAP in combination with HTTP and HTTP Extension Framework.

SOAP is the protocol that a client process uses to communicate with a web service.  All SOAP protocol messages are encoded in XML.  SOAP enables a client process to specify request parameters and return value types.  The platform provider is responsible for deploying software libraries with current SOAP capabilities for implementing web services.

4.3.2.5 WSDL (Web Service Description Language) 

WSDL is the standard for describing a web service, including its methods, parameters and return values.  WSDL is an XML format for describing web services as a set of endpoints operating on messages containing either document-oriented or procedure-oriented information.  The operations and messages are described abstractly, and then bound to a concrete network protocol and message format to define an endpoint.  Related concrete endpoints are combined into abstract endpoints (services).  WSDL is extensible to allow description of endpoints and their messages, regardless of what message formats or network protocols are used to communicate.  This document describes how to use WSDL in conjunction with SOAP 1.1, HTTP GET/POST, and MIME.  Platform providers are responsible for deploying software libraries with current WSDL capabilities for implementing web services.

4.3.2.6  UDDI (Universal Description, Discovery and Integration)

UDDI is a specification for distributed web-based information registries of web services.  UDDI is also a publicly accessible set of implementations of the specification that allow businesses to register information about the web services they offer so that other businesses can find them.  UDDI registries are used to promote and discover web services.

The standard for implementing web service registries within a C2 Node is UDDI.  The platform provider is responsible for standing up a UDDI registry to publish the availability of web services within a C2 Node.

CORBA Distributed Object Communication

CORBA provides an easy way for legacy systems to communicate with new components.  The Reference Architecture does not require CORBA for the development of new services.  CORBA bridges exist to both J2EE and Microsoft™ component environments.  The platform provider is responsible for providing CORBA services if required by legacy applications in use at the C2 Node.  Many J2EE application servers include this capability.
4.3.2.7 Implications of Mobile Code on Platform Delivery

Mobile code traverses a network and executes on the destination machine.  In its most powerful guise, the same piece of mobile code is able to run on a variety of operating systems, which opens up many new possibilities.  Code need not be compiled to tens of platforms and distributed only after determining the target platform.  Instead, mobile code is written once and then runs on clients that use it.  There are many well-known systems for creating and using mobile code, including Java, ECMAScript (JavaScript), VBscript, ActiveX, Postscript, and Word macros.

The platform provider is responsible for delivering platform services subject to the restrictions in place for mobile code in effect when the platform is deployed.  Node platforms shall conform to these restrictions.  The platform provider may need to enable or disable some capabilities in COTS products so that mission applications can be developed without misuse of mobile code technologies.

4.3.3 Data Tier Services

The data tier manages all mission application data regardless of the type or location, and the systems that process the data at the lowest level.  The data tier will include commercial standard data sources as well as unique legacy solutions for various data sets.  At present, the primary technology in the data tier is the Relational Database Management System (RDBMS), however, Object Database Management Systems (ODBMSs) are used by some mission applications, and RDBMSs are quickly implementing object extensions.

All well-known relational databases today provide access through a JDBC interface (via SQL constructs).  Application tier components developed using J2EE, as previously recommended, can access JDBC-based data sources in a common, standard fashion.  Commercial databases are evolving to support storage of XML documents.

In order to support a legacy database in an n-tier environment, an API should be developed.  This will likely include the creation of a network-service wrapper around the legacy database, if one is not already provided.  Platforms providers should wrap such databases in a Java-based distributed object wrapper using RMI or CORBA for interoperability with other components.

Unstructured documents like Microsoft™ Office, HTML, JPEGs, imagery, DTED, maps, etc., can be wrapped within an XML document with tags representing metadata describing such things as the originator, modification history, subject, etc.  As an alternative, only the metadata can be provided in XML and the original document left intact in native format.  Different communities of interest must define standards for the XML tags.  For imagery, National Imagery Transmission Format (NITF) is an excellent example of annotating imagery with structure.  This structure, however, should be represented in XML in the future.  This structure is imposed in the data tier and can be provided within XML streams for application tier components to consume. 

Interfaces to local file stores, legacy systems, e-mail systems, GroupWare systems, directories, search engines, other web services, intelligent agents, and other web sites should use the commonly available interface methods for these systems.  Custom interface development for these types of systems is strongly discouraged.

4.3.4 Database Management Systems

The C2 Node Platform will furnish one or more COTS database vendor products for use by the mission application developer in storing structured data.  This architecture recommends that a single database vendor product be used at a C2 Node.  However, since the legacy environment typically employ multiple database vendor products, it is expected that multiple database vendor products will exist at a C2 Node.

4.3.5 Database Administration

Each C2 Node will have database administrators (DBA), who are responsible for maintenance of the databases at the node.  The platform provider must provide the tools required by DBAs, including performance monitoring tools.

4.4 Use of Enterprise Services

As described in Section 3, this Reference Architecture defines Enterprise Services, available to all C2 Nodes but implemented once for the Common Integrated Infrastructure.  The platform provider is not responsible for providing implementations of these services.  However, the platform provider is responsible for integrating interfaces to these services into the deployed platform, where necessary.  For example, security services are provided for the enterprise yet permeates all tiers to provide authentication, authorization, confidentiality, integrity and non-repudiation for mission applications.  In addition, the platform provider must use enterprise services where applicable to integrate and customize products providing platform services.  For example, database access services provided by the platform must use communications protocols available within the Global Grid.

4.4.1 Providing Interfaces to Enterprise Services

The C2 Node Platform must include interfaces to authentication services, so that mission applications can authenticate users acting in specific roles.  These interfaces will be provided to the enterprise in accordance with Section 3.1 of this document.  For mission applications that support access from a remote Node, these interfaces support the ability to authenticate a remote user, possibly with different permissions.

Mission applications also require access to other enterprise services. For communications with local and remote components, the platform must include access to Global Grid protocols such as TCP/IP and related.  Applications that must communicate with other C2 Nodes will require JBI interfaces for advertising information they can provide, publishing objects according to these advertisements, requesting or searching for information they need, and subscribing to such objects.  The platform must include these interfaces, which will be developed once for the enterprise.  Similarly, mission applications may require access to user configuration information managed by the enterprise portal, so the platform must provide this access. Applications may require access to directory information, and may use enterprise email services.

The C2 Node Platform provider is not responsible for writing the code for any of these interfaces, but is responsible for integrating them with services developed specifically for the platform.

4.5 Using COTS Products as Platforms

The IT Platform architecture is based on open commercial standards that enable cooperative computing and reduce the complexity of interoperation between applications and enterprise services.  To the extent possible, the Platform products must be configured to only utilize open, standards-based interfaces, and any proprietary interfaces must be disabled or removed.

The IT Platform architecture has been designed to enable new technology to be added or substituted with minimal impact on the other enterprise software.  As the Reference Architecture evolves, the COTS product base will be continually updated with “best-of-breed” solutions.  The platform provider is responsible for choosing an appropriate deployment schedule and plan for the evolving product base.  In addition, some alternatives may be made available to the platform provider when needed and when alternatives don't preclude interoperability. In this case the platform provider must choose from the approved products.

4.5.1 Choice of J2EE COTS Products

Many competing J2EE products exist.  A complete analysis is beyond the scope of this document.  Please consider some important issues in choosing a product.
The J2EE specification, http://java.sun.com/j2ee is a collection of Sun Microsystems specifications and other open standards (CORBA).  While the specification ultimately belongs to Sun Microsystems, it was produced under Sun's community source process, http://jcp.org.  The community source process provides a mechanism for Industry partners to contribute, modify, and implement the specification, or part of the specification.

J2EE is designed to use the Java language.  Java in turn supports interfaces to natively-compiled languages and system calls that can be used to enable certain legacy integration (e.g., connecting to a legacy database at the C2 Node).  Platform services developed for J2EE can run on many different machines and operating systems.  However, in practice, some engineering effort is required to move such services due to versioning and implementation differences.

An important factor in assessing a software technology is the availability of development environments, resources, and skills needed to produce and test software for that technology. J2EE has extensive documentation.  Support for optimization, debugging, and profiling relate more directly to the underlying programming language.  There are some tools to help support runtime memory monitoring of Java applications, however, they are somewhat new at the time of this writing.

4.6 Node Platform Security

For the purpose of the security architecture, the default condition is that the C2 Node constitutes a security domain.  A security or protection domain is a set of entities that are assumed or know to trust each other.  Entities in such a domain need not be authenticated to one another.  In another words, authentication is only required for interactions that cross security domains.  Under special circumstances, the architecture will allow multiple protection domains within the C2 Node.  This implies that both user credentials and authenticators need to propagate through all internal transactions.

Security is enforced in the three levels or tiers of the C2 Node.  In the client tier, the Web Server will authenticate the user and provide basic authentication services (e.g., limiting access to specified URLs).  The application-tier will provide authorization between component principals, and role based authorizations by determining access rights to each application method.  Authorizations based on programmatic factors (e.g., based on specific internal transaction values) will be provided by the application and/or database.  The platform provider is responsible for implementing the Defense in Depth security requirements described in Section 3.5.
4.6.1 Security Management

The C2 Node is a security domain and it has a common security policy.  That policy must be centrally managed and enforced, including the periodic review of audits, the maintenance of security attributes, and the defense of the computing environment.  In the interim period of authentication through passwords, the C2 Node must have a centralized management and storage of passwords and provide single sign on facilities to all C2 Node users.

5. Mission Application Design

A goal of the Reference Architecture is to improve integration of mission application into the AF C2 enterprise by providing node platform and enterprise services.

5.1 Architecture and Design of a Mission Application

The basic architecture for mission applications relies on an infrastructure provided by the node platform and enterprise services as external interfaces.  Node managers and the CII manager will define architecture views for these services, and these architecture views should be referenced by the mission application architecture.  The mission application developer may need to write code that can be deployed to multiple different node platform implementations.  The Reference Architecture makes this task easier by constraining the architectures of the node platforms, but it remains the responsibility of the mission application architect to ensure that the application can be integrated for all required nodes.

5.1.1 Mission Application Design Tenets

A C2 Node mission application is a collection of application components distributed across different tiers that deliver mission functionality to the user.  The application design tenets of the Reference Architecture are:

· Implement as thin a client as possible.  Preferably the client becomes simply a web browser or a mobile device.

· Use standard application protocols (HTTP and HTTPS) for communication between client and server components.

· Distribute application functionality to the application or data tier, as appropriate.

· Encapsulate application business logic as component based web services.

The basic elements of a Mission Application are as follows:

· A user interface that handles the user’s interaction with the application; this can be a web browser, a standalone application, a personal digital assistant (PDA), a wireless device or any of a number of possible client devices.

· Presentation logic that defines what the user interface displays and how a user’s requests are handled.

· Business logic that implements the application’s mission capability.

· Access to platform services that enables application components to integrate with components of other applications.

· Access to CII enterprise services.

· Access to local databases for storage and retrieval of mission data.  Mission application developers must consult with the C2 Node DBA to develop an implementation plan describing how their application's storage needs will be satisfied by the C2 Node's database management system(s).
· Access to legacy applications.  Mission application developers must consult with the legacy application owner to develop an implementation plan.
5.2 J2EE Application Design Pattern

An n-tier application is designed to distribute application basic elements across the tiers. Applications are built from components. J2EE defines a number of component technologies: 

· Application Client

· Applet

· Servlet

· JSP

· Session EJB

· Entity EJB

In order to construct an application from components, it is useful to employ a design pattern.

Model-View-Controller (MVC) is suggested as the top-level design pattern for a mission application.  In the MVC design pattern, the data (the Model) is separated from how the information is presented (the View).  In between the Model and the View is the Controller, which is the business logic that controls the flow of information between the Model and the View.

Figure 9 – J2EE Model-View-Controller Application Design Pattern depicts the Model View Controller design pattern in context of J2EE:
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Figure 9 – J2EE Model-View-Controller Application Design Pattern

A suggested use of application components within the context of the MVC design pattern is shown in Table 3:

Table 3 – Use of Components in MVC Design Pattern
	Component
	Type
	Location
	MVC Role
	Purpose

	Application

Client
	Client
	Client
	View
	Non-web based, display logic

	Applet
	Client
	Client
	View
	Web-based, client-side display logic

	Servlet
	Web
	Server
	Control/

View
	Web-based, display controller

	JSP
	Web
	Server
	View
	Web based, display logic

	Session EJB
	Enterprise
	Server
	Controller
	Business logic

	Entity EJB
	Enterprise
	Server
	Model
	Data mapping


5.2.1 Database Access

This architecture recommends that mission applications access databases from application components deployed in the application tier, i.e., servlets, EJBs, CORBA objects, rather that directly from application client components such as applets or standalone application clients.

5.3 Web Enabling by Using a C2 Node Platform

The primary purpose of a mission application is to provide functionality that meets the warfighter’s needs.  The developer is responsible for designing a mission application to integrate into the technical context of the C2 Node, and in some cases across C2 Nodes and across enterprises.  Mission applications will integrate into a C2 Node by using C2 Node platform services and interoperate across C2 Nodes using CII enterprise services.

5.3.1 Application Level Security

In the Reference Architecture most security concerns are addressed by the CII and node platforms, since they can provide the most effective enforcement.  This type of security control is called “declarative” security, and applications are called “security-unaware” to stress the fact that they do not exercise any protection explicitly and are secured by the local environment.  The application developer is still responsible for defining the capabilities and permissions that will be used for role based access.  Access information will be used to configure the access policies that will be enforced by the container.

There are some situations, however, when the security decisions must take into account factors beyond the role or identity of the users, and include factors such as mission parameters or internal state of the processing.  This type of control is referred to as “programmatic security”.  In those cases, the application itself will make some security decisions.  In a J2EE server, the container offers security services to the application and the application can use those services to find additional security information and enforce security decisions.

Web-based applications must use the Secure Socket Layer (SSL) and HTTPS protocols for communication between the web browser and web server.  Two-way (server-client, client-server) authentication is required.  All web-browser to web server exchanges must be through HTTPS with encrypted transmissions.

6. Interfacing with Legacy Systems

The Reference Architecture is designed on the premise that the AF C2 Enterprise should not be unduly technically restricted to accommodate legacy systems.  However, integration of legacy software must be considered in making technical decisions.  In many cases legacy integration may be simpler than expected due to the highly modular nature of the architecture.

The target environments for the Reference Architecture are not (all) new deployments.  Instead, most already exist, with legacy hardware, software, and networks. Servers are often a mix of NT and UNIX.  Existing mission applications generally run on either one (or rarely, both).  A variety of legacy networks exist, but the Global Grid effort is helping these migrate to web protocols based on the Internet Protocol (IP).  To be successful, the Reference Architecture must choose technologies that can work in these environments; both today and as they evolve over the next one to five years. TBMCS, GCSS, GCCS and others are adopting a very similar set of technologies in the same timeframe.

6.1 Application Interfaces to Legacy Data Sources

The most common legacy integration scenario is through data sources.  Data sources almost always have a longer life than their consumer applications.  For integration purposes, it is desirable to “hide” the legacy nature of a data source as early as possible in the chain of interactions.  This minimizes the amount of accommodation that must be made for the legacy source.

In terms of integration complexity, there are two main classes of legacy data sources: relational databases and everything else.  For a relational database the integration solution is straight​forward.  Since most application components will access databases via a standard JDBC or ODBC interface, the problem reduces to obtaining a JDBC or ODBC driver for the database in question.  Many database vendors provide these.  For those that don’t, the task of writing a driver is at least well defined.

For other types of data sources, the possible solutions are varied.  If the data source accepts some form of SQL as query language, it is possible that a JDBC or ODBC driver can be written for it. Access to legacy CORBA applications can be provided via a wrapper component and a CORBA bridge.

In all cases, agreement on data semantics is required to achieve interoperability.

6.2 Legacy Systems and the CII

In general, it will be desirable to provide entries in the CII registries and repositories for legacy data sources.  This will allow the new generation of CII-aware application components to take advantage of them, as long as they provide or are wrapped by standard interfaces like ODBC or JDBC.  If a wrapper component has to be written at the application layer level, it is less likely that the registry can be of use, but it may still serve a useful reference function, perhaps referring an application to the nearest implementation of a legacy data source within the local area.

Communication infrastructure, however, is somewhat more complex to integrate although gateways can play a major role for legacy systems whose information processing functions are tightly-coupled with and inseparable from its communication functions.  The Global Grid is based upon a layered architecture that collects closely related communication functions into hierarchically structured units that can be implemented as separate modules.  This move toward hierarchical modularity will ease future system modernization and evolution.

6.3 Legacy Application Interfaces to New Data Sources

In general, it is more likely that data sources will remain unchanged while applications evolve to the new web-based format.  However there may be cases where a legacy application needs to access a data source that has been developed or updated for the architecture.  Such integration will need to be performed on a case-by-case basis.  In many cases, where the application already relies on an ODBC or JDBC-based connection to the database, integration is straightforward.  In cases where the application does not use such a standard access API but relies on specific characteristics of the data source on the other end, it may be necessary to write a custom wrapper for the new incarnation of the data source.

7. Evolution and Compliance

Enhancement of the Reference Architecture will continue, driven by the user needs, evolution of CII services and mission applications, technology infusion, and the commercial information technology market.

7.1 Evolutionary Approach

The Reference Architecture is a “To-Be” architecture intended to provide a planning target and specific guidance to Air Force organizations, commands, and programs as they build or migrate their systems.  Migration to the architecture is a complex endeavor.  At any point in time, the Reference Architecture will provide a consistent and feasible set of guidance, technologies and rules.  Programs should apply this guidance at points where it is possible to do so (e.g., when POMing for funds, when evaluating contractor proposals, when gathering user requirements, and so forth.).  The Reference Architecture cannot provide a complete process blueprint for the transition.  The current Reference Architecture will be maintained and extended as a living reference, with modifications and updates provided from experience as the architectures and C2 systems evolve.  It contains a checklist (See Appendix D) for Program Managers to use during development or migration to aid in conformance.

Reflecting the iterative nature of development, the Reference Architecture supports continual integration of new capabilities and allows for phased migration of legacy systems from their current state to a state compliant with the architecture.  Future versions of this architecture will have entry points for these phases and guidance on where to begin and the steps to be taken to make progress.  The architecture will provide for tactical as well as strategic modernization efforts so that the large legacy base of systems already in existence, and under continual modernization, can be transitioned in parallel with combat operations and combat support program efforts.  In some cases, a mission application may experiment with a technology that has not yet been considered for adoption by the architecture.

Configuration management of the CII, Nodes and Node Platforms is essential, but strict synchronization of versions is not necessary.  In fact, some mission applications or Nodes may experiment with new technology versions in advance of formal adoption by the architecture.  This experimentation is necessary and endorsed but incurs some risk in the case that the technology version is not chosen.  Some judgment will be needed to separate new technology versions from competing alternatives, and even outdated technology versions.

The selection and ordering of modernization efforts for a C2 system depends on a variety of factors reflecting the current state of the technology the system uses and its ability to support the mission.  In future versions of this document, driving factors and guidelines for change will be addressed as well as when and how to address change.  Our current understanding of these factors, in a general sense, include:

· Current system infrastructure and its ability to keep pace (integrate and interoperate) with commercial upgrades.  Ability for the system to be supported on the (migrating) supported infrastructure.

· Adequacy of current functionality to meet mission operational and performance requirements.

· Affordability of additional modernization.

· Degree to which the mission application has been involved in business process reengineering activities.

· Existence or nonexistence of as-is and to-be activity, process, or information flow models.

· Number of interfaces to be eliminated.

· Degree to which a mission application might provide significant reusable functionality.

Good point technology solutions are not enough to unify a heterogeneous environment.  Lacking a well-designed and open architecture, good technology quickly becomes obsolete, leading eventually to unstable and fragmented systems.  Open architectures based on work done by the Internet Engineering Task Force (IETF), http://www.ietf.org/, the Object Management Group (OMG) http://www.omg.org/, the Open Applications Group, http://www.openapplications.org and the World Wide Web consortium (W3C) http://www.w3.org/ embrace a set of technical standards around which interoperable information, systems can be built.  Implementing best industry standards with full consideration of the COE helps ensure that solutions can be upgraded as commercial technologies advance.

7.2 Configuration Management of the Architecture

It is anticipated that this document will be updated periodically to allow for evolution and technology insertion.  The process for managing modification to the architecture is beyond the scope of this document.

7.3 Compliance with the Architecture

Simply defining the Reference Architecture is an important step in C2 Enterprise Integration. However, the degree to which a node or application is compliant with the architecture is the true measure of integration into the enterprise.

There are three different perspectives to Reference Architecture compliance.  These are mission application compliance, C2 Node compliance, and enterprise service compliance.  Each will be discussed separately.  The process for managing compliance is beyond the scope of this document.

7.3.1 Mission Application Compliance

The application developer must verify compliance with the architecture.  Generally this will be the responsibility of the program manager.  In order for an application to comply with the architecture it must:

· Use the Node Platform services provided by the C2 Node Manager and not provide private, duplicate services.

· Use the enterprise services provided and not provide private, duplicate services.  A mission application may implement portions of an enterprise service (e.g., where needed for performance), but this must be consistent with the other portions of the enterprise service.  The architecture defines what portions of the enterprise services can be implemented locally, and each enterprise service provider must create a strategy for local implementation.

7.3.2 C2 Node Compliance

The Node Manager must verify compliance of the deployed C2 Node.  In order for a node to comply with the architecture it must:

· Verify that all mission application components are compliant with the architecture.

· Use the enterprise services provided and not provide private, duplicate services.  A node may implement a portion of an enterprise service (e.g., for performance reasons), but this must be consistent with and have the same information as the other portions of the enterprise service.

· Provide an Node Platform which is defined and documented in such a way that application developers can build and integrate to it.

7.3.3 Enterprise Service Compliance

The Enterprise Service provider must verify compliance of the Enterprise Service with the architecture.  In order for an Enterprise Service to comply with the architecture it must document the service such that node managers and system developers can use it.

Appendix A: Glossary and Definitions

The Integrated Dictionary (AV-2) is an essential architecture view as described in the DoD C4ISR Framework.  The AV-2 provides a central source for the definitions used in defining the C2 Enterprise Reference Architecture and the Designated Acquisition Commander for C2 Enterprise Integration Directives in the form of a glossary. 

The C2ERA AV-2 is the repository for the term definitions pertinent to the C2 Enterprise Reference Architecture.  In some cases new terms and/or modified definitions of existing terms have been developed. 
Application Server — An application server is a middle-tier application that combines three components: pieces for communicating with back-end systems; pieces for communicating with front-end clients; and a framework upon which business logic can be hung.  Architecturally, application servers reside on the middle tiers of an N-tier architecture.  Application servers often combine multiple middleware services into a single product.

C2 Enterprise — The set of all systems, processes, and users with primary responsibility for command and control of forces.  The C2 Enterprise includes the communications networks (or portions of their capability) used for C2.  It does not include sensors per se, but does include all data feeds from sensors to C2 systems.  It does not include vehicles, buildings, or warfighters, even where involved in executing combat missions.

C2 Node — A set of operational capabilities (derived from the Operational View of the C2 Enterprise-level Architecture) that provides warfighting capability at a specific location or set of locations, and is managed as a weapon system.

Common Integrated Infrastructure (CII) — The information management, information assurance, and information movement functions that support the C2 Enterprise.

Community Of Interest (COI) — A collection of people that are concerned with the exchange of information in some subject area.  The community is made up of the users/operators that actually participate in the information exchange; the system builders that develop computer systems for these users; and the functional proponents that define requirements and acquire systems on behalf of the users.  The subject area is the COI domain – whatever the people in the COI need to communicate about.  In order for the systems and organizations to communicate, to have data interoperability, the people in the COI must all know and understand the consensus definitions for the data they will exchange.  These consensus definitions are captured in the Common Data Representation (CDR) for the COI domain.

Component — A component is a reusable software building block: a pre-built piece of encapsulated application code that can be combined with other components and with handwritten code to rapidly produce a custom applications.  Although many components are implemented as objects, a component does not have to be an object.  A component only needs to package program functionality in a way such that the capabilities of the component are discoverable by the container during assembly and at run time.

Container — Component execution systems provide containers for the server components and automate the shared use of resources.  The container insulates the component from the runtime platform and manages all resources on behalf of the component and manages all interfaces between the component and the external systems.  For example, a web browser is a container for HTML pages.
Domain — A distinct functional area that can be supported by a family of systems with similar requirements and capabilities.  An area of common operational and functional requirements.

Enterprise — An organization (or cross-organizational entity) supporting a defined business scope and mission.  An enterprise includes interdependent resources (i.e., people, organizations, and technology) that must coordinate their functions and share information in support of a common mission (or a set of related missions).

Enterprise Architecture — The overarching framework of an organization within which the various levels of IS development are considered, including Business Architecture, Information Architecture, Data Architecture, Systems Architecture and Computer Architecture.
Enterprise Service — A service with a common, enterprise-wide, implementation. Portions of the implementation may execute locally.

eXtensible Markup Language (XML) — A language that separates the definition, transmission, validation, and interpretation of data between applications from the display of the data by using designer specified tags for the data.  It is a meta-markup language that allows designers to create their own customized tags, enabling definition, transmission, validation, and interpretation of data between applications and between organizations.

Global Information Grid (GIG) — The globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to warfighters, policy makers, and support personnel.  The GIG includes all owned and leased communications and computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve Information Superiority.  It also includes National Security Systems (NSS) as defined in section 5142 of the Clinger-Cohen Act of 1996. The GIG supports all DoD, National Security, and related Intelligence Community (IC) missions and functions (strategic, operational, tactical, and business) in war and in peace.  The GIG provides capabilities from all operating locations (bases, posts, camps, stations, facilities, mobile platforms, and deployed sites).  The GIG provides interfaces to coalition, allied, and non-DoD users and systems.

Information Assurance (IA) — Information operations that protect and defend information and information systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation.  This includes providing for restoration of information systems by incorporating protection, detection, and reaction capabilities.

Information Dissemination — Dissemination is the life cycle stage that provides access to information through transmission or publication through use of established information delivery channels.  It's the act of delivering information from a given point to intended destinations.

Information Management (IM) — The creation, use, sharing, and disposition of information as a resource critical to the effective and efficient operation of functional activities.  The structuring of functional processes to produce and control the use of data and information within functional activities, information systems, and computing and communications infrastructure.
Information Superiority — The capability to collect, process, and disseminate an uninterrupted flow of information while exploiting or denying an adversary’s ability to do the same. Information Superiority is achieved in a non-combat situation or one in which there are no clearly defined adversaries when friendly forces have the information necessary to achieve operational objectives.
Information Technology (IT) — Any equipment or interconnected system or subsystem of equipment that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information.  The term “information technology” includes computers, ancillary equipment, software, firmware and similar procedures, services (including support services), and related resources.

Integration — Identifies functional and data commonalties among systems and eliminates redundancy by aggregating these aspects into a reduced number of modernized data systems in a shared environment.  Bringing applications into the shared environment can include some or all of the following; moving systems onto a common infrastructure; sharing data to provide a single logical authoritative source, view and interpretation of data; sharing code for common functions that can reduce code maintenance costs across separate applications; and standardization of user interfaces to provide a common look and feel.

Infrastructure — Common or shared services, implemented in hardware and/or software, that allow multiple applications to simultaneously manipulate, store, and transfer information in a secure manner.  Examples: network management, routing/addressing, information brokerage, intrusion detection and sensor correlation, encryption, decision aids, operating systems, WANs, LANs, routers, terminals, AIT devices, printers, and servers.

Integration Platform — The collection of hardware and software components that provide the services used by support and mission-specific software applications.  The integration platform is defined as the set of resources that support the services on which application software will execute.  It provides services at its interfaces that, as much as possible, make the implementation-specific characteristics of the platform transparent to the application software.  Also called Node Platform.

Interoperability — 

· The ability of two or more systems, units, or components to provide services to and accept services from other systems, units, or components and to use the services so exchanged to enable them to operate effectively together.
· The condition achieved among communications-electronics systems or items of communications-electronic equipment when information or services can be exchanged directly and satisfactorily between them and/or their users.  The degree of interoperability should be defined when referring to specific cases.
· The ability to operate software and exchange information in a heterogeneous network (i.e., one large network made up of several different local area networks).

· Systems or programs capable of exchanging information and operating together effectively.

Loosely-coupled — An architecture for multicomputer systems based upon a message-passing communication architecture.  Such an architecture allows for a greater degree of independence among the systems, which simplifies interoperability and interfacing issues.

Mission Application — Any information system employed by users to produce, analyze, present, and act upon information to achieve specific mission duties.  An application that performs a specific Air Force function.
N-tier architecture — Three-tier architectures place an intermediate component between the client and the server.  This enables the support for thin clients and distributed processing. In a typical three-tier architecture, the first layer houses the data store, the second layer is where the programs/business logic are located and the third layer is the client.  Multiple tiers provide a flexibility and interoperability that has resulted in systems with more than these three layers of service.  Known as n-tier architectures, they are generalizations of the three-tier architecture, with each layer providing a different level of service to the layers above and beneath it.  The N-tier perspective considers the network to be a pool of distributed services, rather than simply the means for a client to access a single server.
Node Manager — A Node Manager is the organization responsible for integrated planning, acquisition and delivery of integrated, tested, certified C2 Node systems, sub-systems, components, and services pertaining to that C2 Node.

Node Platform — The collection of hardware and software components that provide the services used by support and mission-specific software applications.  The integration platform is defined as the set of resources that support the services on which application software will execute.  It provides services at its interfaces that, as much as possible, make the implementation-specific characteristics of the platform transparent to the application software.  Also called Integration Platform.
Reference Architecture — The highest-level (i.e., fundamental, unifying) concept of a system in its environment.
 For the C2 Enterprise Reference Architecture:

· System: the C2 Enterprise

· Environment: Proponents, Builders, and Operators
Reference Model — A reference model is a generally accepted abstract representation that allows users to focus on establishing definitions, building common understandings, and identifying issues for resolution.  Reference models provide a mechanism for identifying key issues associated with portability, scalability, and interoperability.  Most importantly, reference models will aid in the evaluation and analysis of domain-specific architectures.

Technical Reference Model (TRM) — A conceptual framework that provides the following:

· A consistent set of service and interface categories and relationships used to address interoperability and open system issues.

· Conceptual entities that establish a common vocabulary to better describe, compare, and contrast systems and components.

· A basis (an aid) for the identification, comparison, and selection of existing and emerging standards and their relationships.

· The framework is not an architecture, is not a set of standards, and does not contain standards.

Tightly-coupled — A computing model where application design depends upon a tight interconnection of all subsidiary elements.  The complexity of these connections requires that developers thoroughly understand and have control over both ends of the connection; moreover, once established, it is exceedingly difficult to extract one element and replace it with another.
Web Service — A programmatic interface for application-to-application communication over the World Wide Web.  A web service is a software application or component that can be accessed over the Internet using a vendor/platform/language-neutral data interchange format to invoke the service and supply the response, using a rigorously defined message exchange pattern, and producing a result that is sufficiently well-defined to be processed by a software application.
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Appendix C: Relationship to C2 Programs and Architecture Activities

The C2 Enterprise Reference Architecture is closely related to several Air Force and DoD computing initiatives.  The Reference Architecture has a close parallel relationship with other service initiatives aimed at accomplishing essentially the same objectives for that branch of the armed forces.  The Reference Architecture will need to interoperate with these initiatives as well as DISA and DoD enterprise integration activities:

· DoD Global Information Grid (GIG) — Globally interconnected, end-to-end set of information capabilities, associated processes, and personnel for collecting, processing, storing, disseminating, and managing information on demand to warfighters, policy makers, and support personnel.  The GIG includes all owned and leased communications and computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve Information Superiority.  It also includes National Security Systems (NSS) as defined in section 5142 of the Clinger-Cohen Act of 1996.  The GIG supports all DoD, National Security, and related Intelligence Community (IC) missions and functions (strategic, operational, tactical, and business) in war and in peace.  The GIG provides capabilities from all operating locations (bases, posts, camps, stations, facilities, mobile platforms, and deployed sites).   The GIG provides interfaces to coalition, allied, and non-DoD users and systems.  The CII represents AF-specific components of the GIG and is designed to be compliant with IDM requirements.

· Air Force Global Grid Architecture ( The next-generation communications architecture is being defined by the AF Global Grid activity.  This architecture prescribes a set of characteristics and principles that, when incorporated into communication and information system designs, will result in technical connectivity between and through any compliant system.  The composite set of interconnected networks forming the Global Grid provides the common and ubiquitous information transport service that enables network-centric warfare.  The products of the Global Grid architecture team are inputs to this architecture and the Communications Architecture Council at ESC, which is charged with making recommendations for implementation of cost-effective transitioning from today’s communication system to those of the future.

· Air Force Portal — This is an enterprise-wide unclassified Web interface to the Air Force enterprise.  All members of the Air Force community have access to the AF Portal and all AF unclassified applications will be accessible through the AF Portal. The AF Portal is a component of the CII and provides the user interface to a set of applications appropriate to the entire AF.  Examples include news, organizational notices, search services, career notices, and so forth.

· Air Force Portal – SIPRNET (AFP-S) — This is an enterprise-wide classified user interface to Air Force combat operations functions.  Members of the Air Force community with a requirement for access to combat operations applications will have access to AFP-S and AF combat operations applications will be accessible through AFP-S. AFP-S is a component of the CII.

· TBMCS Web-Enabling — The next version of Theater Battle Management Control System (TBMCS) will change from a set of client/server applications to a web-enabled IT platform and web-enabled applications that, taken together, comprise the core of an AOC’s mission application suite. 

An AOC, in the C2 Enterprise Reference Architecture context, is an instance of a C2 Node.  This is a set of operational activities that provides specific air component air battle management capabilities.

· GCSS-AF — This is the next generation of Air Force combat support applications.  The GCSS-AF Integration Framework (IF), in the C2 Enterprise Reference Architecture context, is an instance of a C2 Node IT Platform for combat support applications.

· DoD Information Dissemination Management (IDM) — Capability to provide awareness, access, and delivery of information by the most effective and efficient means in a manner consistent with a commander’s policy.  The IDM concept requires that each IDM element be designed to be interoperable with other IDM elements as a condition of membership in the family.  The IDM will be the principal means for managing the dissemination and storage of information across the GIG.

The CII represents AF-specific service components of IDM and is designed to be compliant with IDM requirements.

· Designated Acquisition Commander (DAC) for C2 Enterprise Integration and DAC Enterprise Directives — This Reference Architecture is the unifying architectural blueprint supporting C2 Enterprise Integration.  DAC Enterprise Directives mandate specific elements and technologies to implement this Reference Architecture.

· Deputy Chief of Staff for Warfare Integration (DCS/XI) — The Air Staff DCS/XI office will be responsible for ensuring all Air Force acquisition efforts, doctrine, requirements and concepts of operation are aligned to support an evolving and overarching C2ISR architecture.  This office will ensure all service efforts fold into an interoperable command and control and intelligence, surveillance and reconnaissance network.

· DoD Command, Control, Communications, Computers and Intelligence Support Plan (C4ISP) — A C4I Support Plan provides an evaluation of compatibility, interoperability, integration, and intelligence support for weapons systems/programs that interface with C4I systems. A C4ISP identifies C4I system support needs, dependencies, and interface requirements related to C4I infrastructure, includes information management, bandwidth management and efficiency.

· Air Force Domain Architecture Councils — This architecture specifies the infrastructure to support the various Mission Area Domain Architecture Councils.  As such it provides guidelines and constraints for developing and evolving mission area architectures.  The Infrastructure Domain councils provide specific expertise in information security, communications and information management.  The Reference Architecture provides the larger infrastructure context to support these councils and the council products are included in this architecture.

· Navy Task Force Web — The Navy architecture initiative for enterprise integration. Also known as Web-Enabled Navy (WEN).

· Army Knowledge Online (AKO) and Army Knowledge Management (AKM) — Army architecture initiatives for enterprise integration.

Appendix D: Preliminary Architecture Compliance Guidelines

The following set of questions will allow you to assess your program against the C2 Enterprise Technical Reference Architecture.  In the discussion of compliance, the term “Node Platform” denotes the infrastructure and services provided by the node to support mission applications.  The term “node” denotes the complete operationally defined C2 Node including processes, policies, applications and infrastructure.

This list is accurate at the issuance of this architecture.  The current compliance criteria are maintained on the C2E RA web site:
https://dii-af.hanscom.af.mil/infrastructure/c2era/default.html.

Appendix D.1: Mission Applications

14. COE Platform:  At a minimum, applications shall be COE Level 5 compliant and conform to the Joint Technical Architecture (JTA) and the AF i-TRM (Infostructure Technical Reference Model).

15. Client Tier:  An application shall be compatible with all types of client appliances required by users of the application (e.g., laptops, PDAs, wireless devices, workstations, etc.) and can be extended to support additional user interface devices.

16. Application Tier:  Applications shall encapsulate their business logic in a standard application component framework.  For J2EE applications, applications shall be developed as EJBs, JSPs, servlets, etc.

17. Data Tier:  Applications shall use standard mechanisms for data storage, retrieval, and update, including data access mechanisms (e.g., SQL, JDBC, ODBC).  Applications shall make all data access from their application tier components.

18. Web Server:  Applications shall use the Node Platform provided web server for storage and retrieval of web-based information.

19. Universal Resource Locators (URLs):  Applications shall name and access web resources via URLs.  Applications will make themselves accessible via URLs.

20. XML:  Applications shall use standard XML services for creating, parsing, and validating XML-encoded information objects.  Applications shall provide an XML-encoded information object for all external interfaces.

21. Network Connectivity:  Applications shall use Node Platform network services within the node and for inter-node information exchanges.

22. Mission Application Development Environment:  Applications shall conform to Node Platform-provided build-time and run-time environment policies and constraints. 

23. Application Component Registration:  Applications shall use Node Platform-specified registries and services for naming and registering components, users and resources.

24. Enterprise Security:  Applications shall comply with the enterprise security architecture (based on DoD PKI security certificates) to authenticate users, and to encrypt transmissions between servers and between servers and clients external to the node. 

25. Platform Security:  Applications shall use platform-provided security services, e.g., authentication, access control, encryption, and perimeter security. Applications shall define the user roles and access control requirements in accordance with Node Platform-specified security policy.

26. C2 Node Messaging Services:  Applications shall use messaging services compliant with SMTP standards.  Applications that use message oriented middleware (MOM) shall interface using the Java Messaging Service (JMS) interface standard.

27. Web Services:  Applications shall use consistent web services compliant with SOAP V1.1, WSDL V1.1 and UDDI V2.0 standards.

28. Enterprise Service Access:  If needed, applications shall use and not duplicate supported Common Integrated Infrastructure Services.

Appendix D.2: Node Platforms

29. COE Platform:  At a minimum, all C2 Node Platform components shall be COE Level 5 compliant and conform to the Joint Technical Architecture (JTA) and the AF i-TRM (Infostructure Technical Reference Model).

30. Client Tier:  The C2 Node Platform shall provide display and presentation services (e.g., XSL, WAP, etc.) for all types of client appliances (e.g., laptops, PDAs, wireless devices, workstations, etc.) required by mission applications.

31. Application Tier:  The C2 Node Platform shall provide a standard application component framework for implementing application components.  If a J2EE application server is used, it must be J2EE certified.

32. Data Tier:  The C2 Node Platform shall provide standard mechanisms for data storage, retrieval, and update, including data access mechanisms (e.g., SQL, JDBC, ODBC) for use by mission applications.

33. Web Server:  The C2 Node Platform shall provide a web server for storage and retrieval of web-based information.  The web server shall support HTTP and HTTPS 1.1.

34. Universal Resource Locators (URLs):  The C2 Node Platform shall provide capabilities to name and access web services via URLs.

35. XML:  The C2 Node Platform shall provide standard services for creating, parsing, and validating XML-encoded information objects.

36. IP Connectivity:  The C2 Node Platform shall provide network connectivity within the node security perimeter.  Minimum protocols supported (e.g., TCP, IP, DNS) are specified in Section 3.4, Table 1 in the C2 Enterprise Reference Architecture document.

37. Defense Messaging System (DMS):  The C2 Node Platform shall provide access to DMS services.

38. Mission Application Development Environment:  The C2 Node Platform shall provide a development environment for mission applications.  This development environment must support both the build-time and run-time environments of the platform.  The development environment shall provide interfaces to Node Platform and enterprise services that the mission application developer can use. It shall also provide implementations of many of these services that can be used for testing prior to integration.

39. Application Component Registration:  The C2 Node Platform shall specify and provide registries and services for naming and registering components, users and resources.

40. Platform Security: The C2 Node Platform shall provide platform security services, e.g., node single sign-on, authentication, access control, encryption, and perimeter security in accordance with Section 3.5 Enterprise Information Assurance in the C2 Enterprise Reference Architecture document.

41. Global Directory Service:  C2 Node Platform shall provide access to the DoD Global Directory Service (GDS). 

42. DoD PKI Certificates: The C2 Node Platform shall comply with the enterprise security architecture, including use of DoD PKI security certificates, identity management and authentication within the node. The platform shall encrypt all appropriate communications between servers and between servers and clients external to the node, using software PKI certificates.

43. C2 Node Messaging Services:  The C2 Node Platform shall provide messaging services compliant with SMTP standards. If the C2 Node Platform provides message oriented middleware (MOM) services, these services shall use the Java Messaging Service (JMS) interface standard.

44. Web Services:  The C2 Node Platform shall provide consistent web services across the node compliant with SOAP V1.1, WSDL V1.1 and UDDI V2.0 standards.

45. Enterprise Service Access:  The C2 Node Platform shall provide access to and not duplicate all supported Common Integrated Infrastructure Services.










































































































� Integration Platform —A set of IT capabilities available to a community that supports the exchange of information among applications and provides common tools and services.  Also called a Node Platform.


� Loosely-coupled — A computing model where application elements require a simple level of coordination and allow for flexible reconfiguration. Interconnection is often asynchronous and message-based.


� Web service — A programmatic interface for application to application communication over the World Wide Web. Web services let applications share data, and invoke capabilities from other applications without regard to how those applications were built. Web services exchange XML data through a peer-to-peer interface without a central server. 


� This usage of the term “node” is slightly different from the DoD Architecture Framework OV2 “Operational Node Connectivity Description” in that OV2 nodes are defined for operational reasons based on current or past CONOPS with no other criteria.  This architecture therefore refers to “C2 Nodes.”


� A Node Manager is the organization responsible for integrated planning, acquisition and delivery of integrated, tested, certified C2 Node systems, sub-systems, components, and services pertaining to that C2 Node.


� Previous versions of this architecture were known as the “GTG Reference Architecture.”


� DAC Enterprise Directive 001 – Managing C2 Enterprise Integration, 1 June 2001.


� Thin-client — A computing model in which most of the application software and data reside on a network server rather than on the client computer(s).  The client system can access applications through a standard desktop application such as a web browser. 


� N-tier — A computing model in which an application is partitioned into multiple software layers, each layer utilizing dedicated services and providing specific functions.  The N-tier model facilitates the development of flexible and reusable applications.  By breaking up an application into tiers, developers only have to modify or add a specific layer in order to modify the application.


� Object-oriented — A computing model in which software capabilities are implemented as many relatively small, simple programs (objects) and one monitor program, the function of which is to coordinate exchange of data among the objects.  Each object may have multiple data attributes associated with it.  The data and functionality are considered as one object. 


� Component-based — A computing model in which an application is built from small binary objects or programs.  Each object implements a specific function and is designed in such a way to easily operate with other components and applications.  Partitioning systems into components allows for component sharing and reuse across multiple applications. 


� Deputy Acquisition Commander for C2 Enterprise Integration. Enterprise Directive 002 – Web Enabling Systems in the C2 Enterprise, 16 Jul 01.


� DoD C4ISR Enterprise Services: Stakeholder Analysis V0.9, MITRE White Paper (draft), November 2001.


� Security Architecture Design, Deployment, & Operations, RSA Press, authored by C. King, C. Dalton, T.E. Osmanoglu, 2001.


� Air Force Directory Service Design Document, Draft for Class 3 PKI, Version 2, Booz-Allen & Hamilton, August 2001. 


�  Information Assurance Domain Architecture Technology Forecast, MITRE Product 01B0000055, September 2001.


� C4ISR Architecture Working Group, 18 December 1997, C4ISR Architecture Framework Version 2.0, � HYPERLINK http://www.c3i.osd.mil/org/cio/i3/awg-digital_library ��http://www.c3i.osd.mil/org/cio/i3/awg-digital_library� Department of Defense, Washington, DC.


� DoD XML Registry web site: � HYPERLINK "http://diides.ncr.disa.mil/xmlreg/index.cfm" ��http://diides.ncr.disa.mil/xmlreg/index.cfm�


� http://www.w3.org/2002/ws


� http://www.xml.org/


� http://www.w3.org/TR/SOAP/


� http://www.w3.org/TR/wsdl


� http://www.uddi.org/


� W.J. Ellis, R.F. Hilliard, P.T. Poon, D. Rayford, T.F. Saunders, B. Sherlund, and R.L. Wade. “Toward a recommended practice for architectural description”. In Proceedings of the 2nd IEEE International Conference on Engineering of Complex Computer Systems, Montreal, Quebec, Canada, October 21-25, 1996.
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