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I.  DESCRIPTION OF CAPABILITY

The USAF Communications and Computing Layer will be a net-centric enterprise framework of communication media, communications devices, data processing servers, storage devices, and information transport services supporting all USAF members at fixed bases, deployed locations, and on airborne platforms.  The scope of the USAF Communications and Computing Layer includes access to hundreds of active-duty Air Force installations, Guard and Reserve installations and facilities, and Air Force Recruiting sites.  These hundreds of access points require different amounts of communications and computing resources and access to different types of communication and computing services.  

High-bandwidth wide area service will move data quickly between USAF operational locations and major processing nodes.  The combined Combat Information Transport System (CITS) Information Transport System (ITS) and Last 400’infrastructure installations will provide the capability to transport high speed, multimedia point-to-point or multicast information within the base environment and up to the access point to the wide area transport networks (DISA’s NIPRNET, SIPRNET, and DISN ATM Services).  

At the heart of this new transport service will be a set of “lite” information services that provide a simplified, more responsive information technology structure that exploits today’s revolution in information technology advances.  Key to these services is the GCSS-AF Integration Framework.  The Integration Framework will provide the architecture and middleware to bind the transport services together and give the capability to mature the transport service in concert with changes in technology and industry competition. 

In order to efficiently operate the infrastructure and information systems, the AF will regionalize most core services, functional systems and provision, through DISA, for point to point circuits.  A MAJCOM Network Operations and Security Center (NOSC) construct will improve data to the desktop reliability by: centralizing highly skilled personnel; reducing the server footprint; increasing system up time, and minimizing span of control issues.  By placing core services at the regional level the Network Control Center (NCC) personnel (base level) will be able to focus directly on the touch labor support required to sustain the information transport nodes, personal computers, and remaining base level servers.  And, to professionalize our operations we will clarify the command and control of the NOSC to the Air Force Network Operations Security Center (AFNOSC).  These three operational entities will henceforth be described as the Air Force Enterprise Network Operations Construct.

A key component to the success of the regional operations concept is to increase the long-haul bandwidth capacity at each base.  This increased capacity will ensure end users have sufficient bandwidth to avail themselves of the new tools and processes being developed as part of the IT Summit.

The USAF Communications and Computing Layer will support agile logistics, information management, mass data storage and processing, synchronous and asynchronous collaboration, program interoperability, cyber situational awareness, integrity of information, real-time information attack, adaptive, strategic enterprise management, and protected, survivable, mobile, global communications.

II.  DESIRED END-STATE

United States Air Force combat operations demand an effective communication and computing capability.  Optimally, this capability would have the following characteristics: single log-on; no noticeable latency; convergence of voice, data, and video; universal accessibility; automated configuration management to the desktop; biometrics, simple certification and accreditation, global, secure wireless, e-business, joint interface, command and control of networks; server consolidation; central funding of the "last 400 feet;" expandable bandwidth to the desktop; integrated transport business processes; 100% transparent encryption; simple policy; dedicated bandwidth; "ilities;" educated users; simplified systems; metered bandwidth; bandwidth on demand; prioritized bandwidth; quality of service (QOS); situational awareness, and survivability.  By developing such an enterprise level infrastructure we lay the foundation to create and support an Air Force enterprise network.
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Figure 1.  Planned End State of AF Information Services

Combat Information Transport System (CITS) Information Transport System (ITS) and Last 400’ Infrastructure Installations.
The desired end-state is to provide all end users with high-speed access to the base network infrastructure that is robust enough to support the transport of multi-media applications.  At this time we project the bandwidth capability of our end state to be 100 Mega Bits Per Second (Mbps) to the desktop.  To achieve this end-state improvements in base-level transport systems will have to be made.

  The transport architecture for inside the gate and last 400’ will place a fiber backbone between all mission essential/support buildings and subsequently all base buildings.  In addition, all mission essential/support buildings will be wired to a spec that will allow for future to the desktop bandwidth of 100 Mbps (short term is 10 Mbps).  The upgrade schedule for this effort will be accomplished based on prioritized mission and support requirements. 

GCSS-AF Integration Framework.

The USAF Communications and Computing Layer will be a diverse collection of hardware, software, and management processes.  Traditionally, the view of a communications and computing layer includes communication access, servers, and network devices.  However, the architecture must be bound and integrated by a synthesis of standards-based, not product-based, enterprise common services, architecture, and processes that address both network management and application management.  This architecture must also align core services (network, system, and application) for system-wide efficiency.  

The GCSS-AF Integration Framework, also commonly referred to as the Enterprise Integration Middleware Framework, will provide the foundation for enterprise integration.  This standards-based framework is developed to allow for “plug and play” of new common service technology based on growth and competition in the industry.  The framework establishes standardized interfaces between system components linked to a set of processes that control the configuration of the enterprise.  Figure-1 is an overview of the GCSS-AF Integration Framework.  
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Figure 2. GCSS-AF Integration Framework Overview

The GCSS-AF Integration Framework architecture is documented in both specifications and unified modeling language (UML).  The framework is modeled for enterprise performance prediction across the USAF enterprise.  The GCSS-AF Integration Framework maintains a comprehensive developer’s guide and established integration processes to help developers and maintainers use the framework.  


Integrating common service hardware and software and legacy application onto the GCSS-AF Integration Framework enables rapid integration of new capabilities into the enterprise.  Particularity the centralized and standardized availability of common services means each application does not have to build a complete set of services for their users.  Furthermore, transparency between the data and the application means platform decisions are eliminated.  The mature enterprise data architecture facilitates data sharing, therefore, some application developers may not have to host new data to operationalize capabilities (just reuse existing data in new ways).


Enterprise management of common services must include processes for gathering requirements, strategically maturing the architecture and implementation technologies, and maintaining quality service to customers.  Thus it is a recommendation of this focus group that an Information Infrastructure Program Management Office be enacted in ESC/DI.  This new Program Office would be responsible for integrating the numerous ESC programs into a cohesive program and would also be the coordination and approving organization for all information systems hosted on AF bases (to include MAJCOM unique programs).

Enterprise Network Operations Construct

The USAF Communications and Computing Layer will be composed of three operational tiers; AF enterprise level; regional level; and base-level.  The enterprise level tier will be called the Air Force Network Operations and Security Center (AFNOSC).  The construct of the AFNOSC is a separate effort and is described in this document only to give meaning to the NCC and NOSC tiers.  The regional tiers will be the MAJCOM Network Operations and Security Center (MAJCOM NOSC); further consolidation of functions may move us towards regional versus MAJCOM NOSCs. The base level tier will be called the Network Control Center (NCC).  The NCC will have certain functions reallocated to the NOSC which will also be the host for other IT Summit outcomes such as distributed portal servers, distributed directory servers, consolidated e-mail servers, and other core services yet to be defined.  Figure 2 defines the current activities of each tier, and Figure 3 describes our expected end state functions of each operational tier.  
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Figure 3. Present State Task Breakout for AF Information Services
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Figure 4. Envisioned End-State Task Breakout of AF Information Services


To accomplish the tasks defined in Figure 4, the NOSC will be a collection of enterprise management communications and computing nodes focusing network and application services know-how and capability to ensure end user services.  In addition, base-level network and computing devices operated on the base will be managed remotely from the regional centers using touch labor at base level as needed. The notional architecture is defined in Figure 5.
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Figure 5. Basic Infrastructure Components

Build-up of the NOSC will be based on factors such as strategic DISA Internet Access Points (IAPs), available secure raised floor facilities, and available resources.  Figure 6 is a basic depiction of the infrastructure envisioned as part of the regional center.  It includes the following features;

· Redundant, balanced, and centrally operated point of presence service delivery point routers connecting the base to the DISA provided DISN.

· Redundant firewalls with load balances to split the traffic.

· A remote access server.

· A web proxy server.

· Redundant external and internal routers which create a “DMZ” for splitting of public (non .mil) and private (.mil and .af.mil) traffic.

· Generator and battery backup power sources.

· A server segment for network management and protection devices.

· A server segment(s) for line of business applications (e-mail, web, file, print, functional servers).

· A 45 MBS connection to each backsided base (6 to 18 bases).

· A 155 MBS connection to the DISA provided DISN.

· A 155 MBS connection to the backup NOSC.

· A homing point for another NOSC’s backup connection (155 MBS) and that NOSC’s bases backup connection (1.544 MBS).
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Figure 6.  Planned NOSC Topological Drawing


The AFNOSC is the AF’s top network management tier and exercises operational control over the network.  This organization manages base NCC and NOSC service delivery points (SDP) to give senior leadership a network enterprise view.  These SDPs include Non-Secure Internet Protocol Router Network (NIPRNET) and Secret Internet Protocol Router Network. The AFNOSC is the interface between sub-level AF network control facilities, commercial services providers and the Defense Information System Agency (DISA) for identification and correction of anomalies in communications and information networks, systems and applications.  The AFNOSC works in concert with the 33rd Information Operations Squadron, Kelly AFB to provide strong Computer Network Defense (CND) capability to AF networks.  AFNOSC technicians provide flexible and scalable levels of service to NOSCs and bases 24 hours per day, 7 days per week.  Specific AFNOSC duties include:

· Provide operational oversight of the AF Enterprise Network (AFEN)

· Manage classified/unclassified SDP equipment

· Provide global visibility of the AFEN (NIPRNET and SIPRNET)

· Coordinate Long-haul fault isolation with DISA and commercial services providers

· Track communication system fault correction processes and communicate status to affected AF and outside agency organizations

· Maintain AF Domain Name Service (DNS)

· Manage Internet Protocol (IP) address space

· Maintain and provide technical support for the “.af.mil” and “.af.smil.mil” domain primary name-servers and database files

· Manage AF-level port and socket registry

· Oversee base-level implementation of the Terminal Access Controller Access Control System (TACACS) + Remote Access Service (RAS)

· When directed by Commander, Air Force Forces (COMAAFOR-CND), implements CND Actions

· Track, report, disseminate Advisory Compliance Messages (ACMs)

· Protect against unauthorized intrusions and malicious activities

· Report events up channel

Long-haul Bandwidth Capacity
The desired end state is to provide all end users (base level and geographically separated units (GSUs)) with high-bandwidth access through the base network infrastructure and into the NIPRNET/SIPRNET that is robust enough to support the transport of multi-media applications.  The Air Force can make great improvements to the enterprise by centralizing common services; this will require an increase in bandwidth to each base.  Further, this centralization will enhance operational control if it is done in a regional fashion as described previously.  In effect this creates an Air Force enterprise-level Intranet.  

Increasing long haul service to each base and regional center will be accomplished through a mix of solutions that include increasing bandwidth, minimizing central service delivery locations, providing quality of service, and re-distributing network level security and servers to the optimal performance locations.   In its final format, the wide-area network configuration will support a true Air Force Intranet.  

To enforce the structure and policies necessary for Intranet integrity, the wide-area design will need to be tiered with top down management in place.  The desired end-state necessary to support this effort requires the Air Force to control its bandwidth from end-point to end-point using DISA dedicated services.  Base connectivity and regional connectivity will be centrally managed by the AFNOSC.  However, base-level services and security management will be done by the regional centers.

Desired End State Summary

Today’s environment is ideal to make the necessary changes based on a recent surge in network technology advancement, the emergence of state of the practice information systems, and a reduction in the cost of available bandwidth.  By leveraging these advancements, we can match logical applications and network support services to a flexible architecture and improve overall system-wide efficiency.  Further, a tiered operational approach will improve performance, increase overall network security, minimize latency, reduce costs, and posture the USAF Communications and Computing Transport Layer for continual change.  This gives the AF the agility to strategically manage/operate the network for current and future network requirements.  
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Figure 7. AF Information Services Supports Net-Centric Warfare

III.  ISSUES

Several issues must be addressed in order to accomplish a successful end-state.  

This section is broken into general issues regarding the implementation of the IT Summit transport focus group initiatives and those issues specific to each of the initiatives.  In addition to the specific questions being asked industry, the Air Force is seeking any insight industry may have on some of these broader issues.

General

Financial Limitations – the cost of assembling the wide-area network, the on-base connectivity, consolidation and integration of services is very large (on par with major USAF weapons system).  Furthermore, annual maintenance of these capabilities is and will continue to be costly.  Funding strategies must be able to turn a considerable amount of short term (next three years) funds and lay-in maintenance over the long haul (starting next year).  Funding to accomplish these initiatives must either be through existing infrastructure programs (which lengthens the time to implement), a new plus-up (in competition with other weapons system programs), or through recoupment of funding that functionals will save by consolidation their stove piped systems onto consolidated servers managed in a central facility.  INDUSTRY INSIGHT:

Combat Information Transport System (CITS) Information Transport System (ITS) and Last 400’ Infrastructure Installations

CITS ITS Funding– Currently the ITS component of CITS provides high-speed connectivity to core (key mission) buildings.  The ITS provides an access point to the switched backbone and interfaces existing end building LAN segments.   The current funding profile for CITS ITS will complete all fixed base ITS installations in 2007.   This profile only includes bringing ITS to the core buildings of the base.  It does not include the Last 400 Feet (in-building wiring).  INDUSTRY INSIGHT:


Elimination of phased ITS implementation - the base phased ITS implementation, rather than a one-time installation of the entire base ITS, is the result of a MAJCOM-compromising process articulated through the Alternative Implementation Working Group (AIWG).  The phased implementation is not conducive with the rapid evolution of networking technology since a number of years elapse before the subsequent phases of the ITS occur thus, the backbone switching technology may be approaching technical antiquity/obsolescence (e.g., inferior back-plane speed, packet throughput, feature sets).   INDUSTRY INSIGHT:


The Last 400’ - Upgrade of the Last 400’ (in-building wiring) is currently accomplished in ad-hoc fashion using wing O&M funding.  For new facilities, the LAN cabling should be included in the MILCON project erecting the building.  The cabling, however, is vulnerable to omission resulting from cost overruns.   There is no uniform schedule, nor adequate insight into which buildings need LAN upgrades.  Although a LAN architecture is soon to be voted by MAJCOM’s for incorporation to the Joint Technical Architecture – Air Force, a standard approach for the implementation of the Last 400’ has not been adopted.  The opinion of the Focus Group is that the Air Force should task HQ ESC to establish an overarching infrastructure Program Office to include the Last 400 feet (most likely as an addition to the existing CITS Program Office). Primary functions of the Program Office would include: coordination with Civil Engineering; interface control approval for any new or upgraded systems being brought to any AF base; MAJCOM liaison, etc.  AFCA would function as Lead Command to compile requirements, resolve priority issues, and enforce standards.  INDUSTRY INSIGHT:

Non-Core Facilities - There are over 11,000 non-core buildings at fixed AF bases.  There is currently no funding for ITS connectivity or the Last 400 feet for non-core facilities.  Thus, funding is required to connect these non-core facilities to the base ITS backbone as well as to provide customer premise wiring. Although there is no central funding, any improvements will need to be done via the MAJCOM in coordination with the (new) Information Infrastructure Program Office.  An unresolved issue is the type of backbone that will be put in place for the non-core buildings.  And, if this backbone is of a different composition than the main backbone the additional workload to our communications personnel will need to be addressed.  INDUSTRY INSIGHT:

GCSS-AF Integration Framework

Standards-Based vice Product-Based - integration of enterprise capabilities and services depends on a standards-based approach vice a product-based approach.  A standards-based approach will allow adoption of a truly integrated enterprise architecture while retaining the flexibility of changing technologies and/or product vendors throughout the life of the enterprise.  Product-based approaches leave the enterprise open to inflexibility and high cost to initiate change.  Once the standard is built the Air Force must ensure compliance with AF-CIO direction to migrate all AF information systems to the GCSS-AF integration framework.  INDUSTRY INSIGHT:

Integration of architectures – the treating of network and application services as part of one USAF Communications and Transport Layer will require an enterprise integration effort.  This integration must search duplication of services and processes and attempt to institutionalize transport as a single utility.  This is not an easy task and will only be accomplished if we strengthen the role of HQ ESC/DI in the design and fielding of information systems and technology.  See previous end state concept to establish an Information Infrastructure Program Office (combine CITS, AFSN, TDC, GCSS-AF, last 400’, GCCS and other programs under an integrated organization).  INDUSTRY INSIGHT:

MAJCOM Network Operations and Security Center (NOSC)

Server Placement - the network design will be directly impacted by system and server placement upon the network.  Placement must be architected and engineered on system-by-system and service-by-service basis with an end design based on enterprise requirements.  Continuum of centralization should dictate that 1) Services and systems should be more centralized when processing is mostly transactional as perceived by the user and/or the inter-base data flow is low, and 2) Services and systems should be more de-centralized when inter-base data flow is high. INDUSTRY INSIGHT:

NOSC Provisioning.  The NOSC must be centrally provisioned to ensure common tools, training, and manning.  The Information Infrastructure Program Office would be chartered with the training and equipping of the three tier operations structure.  INDUSTRY INSIGHT:

Complexity in Scale - sheer number of systems will make coordinating consolidation and management a complex process from both the technical and process side.  This complexity requires a diverse team of architects, engineers, and policy experts.  See previous idea to establish an Information Infrastructure Program Office (combine CITS, AFSN, TDC, GCSS-AF, last 400’, GCCS and other programs under an integrated organization).  INDUSTRY INSIGHT:

Long-haul Bandwidth Capacity
DISA Service - the type of service currently available from DISA limits the ability to capitalize on current technologies.  Bandwidth, as opposed to specific network services should be provided by DISA.  This would allow the Air Force to prioritize and manage bandwidth and services based on Air Force mission and quality of service (QOS) requirements.  The Air Force must formalize a Service Level Agreement with DISA to cover our Long Haul performance expectations.  INDUSTRY INSIGHT:

Provisioning - provision reaction time for DISA traditionally is extremely slow in comparison to commercial network service providers.  INDUSTRY INSIGHT:

Performance to the Warfighter - managing latency from an enterprise level becomes a significant effort.  Network and transactional latencies for services and applications must be collected, modeled and managed with enough granularity to troubleshoot service to the warfighter.   Reference the previous recommendation to establish an Information Infrastructure Program Office.  This modeling effort must be done by them and shared with the test and operational communities.  INDUSTRY INSIGHT:

VI.  METRICS

Objective
Criteria
Owner
Decision

Combat Information Transport System (CITS) Information Transport System (ITS)




Base backbone targeted refresh rate
Fiber plant once every 15 years

Upgrade per budget submission

Base backbone targeted refresh rate
Routers, hub, switches every 4 years

Upgrade per budget submission

Base backbone reliability
Each network segment 99.999%

Failure to achieve requires assessment of new equipment or equipment to achieve additional redundancy

Base backbone survivability
No node outage can take more than one network segment down

Failure to achieve requires assessment of new equipment, network design, or equipment to achieve additional redundancy

Base backbone throughput (Note: needs to be defined as meaningful to the most critical information system)
150 MBS

Failure to achieve requires assessment of new equipment

Base backbone latency (Note: needs to be defined as meaningful to the most critical information system)
Client to server base backbone contribution of less than 50 ms

Failure to achieve requires assessment of new equipment or network design

Base backbone packet loss (Note: needs to be defined as meaningful to the most critical information system)
No more than .5% packet regeneration caused by backbone



Failure to achieve requires assessment of new equipment or network design






Last 400’ Infrastructure




Base building targeted refresh rate
Wiring once every 10 years



Upgrade per budget submission



Base building targeted refresh rate
Routers, hub, switches every 4 years

Upgrade per budget submission

Base building reliability
99.999%

Failure to achieve requires assessment of new equipment, network design, or equipment to achieve additional redundancy

Base building survivability
No internal building node outage can take more than one network segment down

Failure to achieve requires assessment of new equipment, network design, or equipment to achieve additional redundancy

Base building throughput (Note: needs to be defined as meaningful to the most critical information system)
10 MBS at the client with capability to increase to 100 MBS with new network interface

Failure to achieve requires assessment of new equipment

Base building latency (Note: needs to be defined as meaningful to the most critical information system)
Client to server base building contribution of less than 5 ms

Failure to achieve requires assessment of new equipment or network design

Base backbone packet loss (Note: needs to be defined as meaningful to the most critical information system)
No more than .1% packet regeneration caused by building wiring



Failure to achieve requires assessment of new equipment or network design






Long-haul




Base service delivery point targeted refresh rate
Every 4 years (with IOS upgrades as they are fielded by vendor/contractor)

Upgrade per budget

Base service delivery point reliability
99.999%

Failure to achieve requires assessment of new equipment, network design, or equipment to achieve additional redundancy

Base service delivery point survivability
No service delivery point outage can take the base off the DISN for more than 6 hours and the ability to use cold swappable standby circuits for any service outage expected to take more than 6 hours

Failure to achieve requires assessment of new equipment, network design, or equipment to achieve additional redundancy

Base service delivery point throughput (Note: needs to be defined as meaningful to the most critical information system)
45 MBS with capability to increase to 100 MBS on demand and the ability to use cold swappable standby circuits for additional capability above 100 MBS

Failure to achieve requires assessment of new equipment

Base service delivery point and DISN latency (Note: needs to be defined as meaningful to the most critical information system)
Client to server long haul contribution of less than 350 ms

Failure to achieve requires assessment of new equipment

Base service delivery point and DISN packet loss (Note: needs to be defined as meaningful to the most critical information system)
No more than 1% packet regeneration caused by building wiring



Failure to achieve requires assessment of new equipment

Unscheduled maintenance downtime 
0 unscheduled downtime for service

Failure to achieve requires evaluation of reporting procedures and the stability of the chain of command

Scheduled downtime
All schedule maintenance will occur once the cold swappable standby circuit is brought on-line and is taking the bases traffic (if standby circuit is only a T1 than a base minimize will have to be issued)

Failure to achieve requires evaluation of downward directed reporting procedures or the DISA service level agreement interface requirements  

Bandwidth utilization
Base upgrades targeted when bandwidth has reached 60% of saturation

Failure to achieve requires evaluation of AFNOSC procedures and AFSN Program Office upgrade process

Visibility of the network to include outages
100% visibility of each base and the LAN will be available to AFNOSC, NOSC, and NCC.

Failure to achieve requires evaluation of effectiveness of the common operating picture (TBD), enterprise management tools, and upward and downward reporting procedures

Long haul pipe
Measured impact of distance on pipe

If pipe length is adding latency to most critical information system’s performance, reevaluate AF Community of Interest Network Design

Long haul pipe
Latency induced by number of hops (network design)

If latency is impacting the most critical information system’s performance, reevaluate AF Community of Interest Network Design

Long haul pipe
Cost of pipes to support MAJCOM or Geo based consolidation

If cost of MAJCOM centric Community of Interest Network grows over time, revaluate for a Geo Based network

Long haul pipe
Affect of redundancy on reliability (MTBF)

Trade-off cost of redundant routers and circuits compared to the added uptime gained

Long haul pipe
Affect on size of pipe as measured from the application side

If lack of bandwidth is impacting most critical information system’s performance, reevaluate AF Community of Interest Network Design

IP Address Blocks
Global within 45 minutes of notification.  Base specific within 5 minutes of notification.

Failure to achieve requirement requires evaluation of procedures, chain of command notification, and reporting process











GCSS-AF Integration Framework




Storage use
% of storage being used.  

Upgrade when storage is approaching 70%

Fail-over time to backup system
2 Minutes

Failure to achieve requires evaluation of DISA service level agreement performance standards

Mirroring time and bandwidth
45 minutes at no more than 30% of available bandwidth

Failure to achieve requires evaluation of DISA service level agreement performance standards






Regional Network Operations and Security Center (NOSC)




AFNOSC operations
100% service delivery point access read to NOSC and NCC, write to AFNOSC



Failure to achieve percentage requires evaluation of common operating picture tool (TBD), the enterprise management system, operational reporting procedures, and will require an evaluation of read only policy to the NOSC

AFNOSC operations
100% INFOCON policy implementation using automated security and management tools

Failure to achieve requirement requires reevaluation of chain of command decision making process and the associated security management and host based tools

AFNOSC operations
24 x 7 technical support with 90% solution set

Failure to achieve goal requires evaluation of manning standard and training standard

AFCERT operations
100% network attack awareness

Failure to achieve requirement requires evaluation of tool capability, manning standard, and training standard

AFCERT operations
100% situation awareness to NOSC and AFNOSC within 10 minutes of attack



Failure to achieve requirement requires evaluation of tool capability, manning standard, training standard, and chain of command reporting procedures

Enterprise Security
Note: there needs to be a complete section on the ASIM and CIDD



AFCERT Compliance Message Implementation (Time Compliance Network Order)
Time to implement in a consolidated center instead of at hundreds of sites not to exceed the time specified in the AFCERT message + or – 10%

Failure to achieve result requires evaluation of manning standard, system admin training, reporting procedures, and program office implementation plans

AFCERT Compliance Message Implementation (Time Compliance Network Order)
95% accuracy of implementation to each affected end device

Failure to achieve result requires evaluation of manning standard, system admin training, reporting procedures, and program office implementation plans

TCNO implementation
Ease of understanding of TCNO (satisfaction survey)

Unsat survey results requires evaluation into the writing and testing of the TCNO before it is issued

Remote administration (help desks, service delivery point, functional servers)
100% access to end device



Failure to achieve requires evaluation of communication between organizations and possibly design of the infrastructure

Remote administration (help desks, service delivery point, functional servers)
100% access to end user

Failure to achieve requires evaluation of communication

Remote administration (help desks, service delivery point, functional servers)
Time to troubleshoot and resolve end user/end device issue no to exceed 4 hours average

Failure to achieve requires evaluation of NOSC manning standard, NOSC training standard, trouble ticketing tool, enterprise management system, program office responsiveness, industry responsiveness, end user training, end user responsiveness

Service delivery point operations through the NOSC
100% Situational awareness in NOSC, AFNOSC, AOG.



Failure to achieve percentage requires evaluation of common operating picture tool (TBD), the enterprise management system, operational reporting procedures, and will require an evaluation of read only policy to the NOSC

GSU and contractor connectivity
Evaluate information systems performance as a direct DISN connection compared with managing these connections in the enterprise



Compare against affect of connection at MOB or affect of direct NOSC connection

NOSC operations
Affect within tenant unit MAJCOM chain of command—100% SA to tenant MAJCOM



Failure to achieve requires evaluation of common operating picture (TBD), enterprise system management tool, chain of command, reporting procedures

NOSC operations
Zero impact on AEF deployment

Any impacts require relook at manning standard, training plans, equipment and tools, and AEF tasking process and allocation

NOSC operations
Adequacy of base support—no bases’ support should be 5% off the MAJCOM average

Failure to achieve expectation requires evaluation of base reporting procedures, NOSC incident resolution procedures, manning standards at base and NOSC

Affects of time zone variances
Zero variance in support allowed for bases in a different time zone from the host NOSC 



Failure to achieve will require evaluation of NOSC manning across the 24 x 7 operations, the quality of tech support, and the achievement of 

100% situational awareness 

On-site touch labor support
Timeliness of response not to exceed 30 min



Failure to achieve requires evaluation of base manning standard, base training standard, trouble ticketing tool, enterprise management system, NOSC responsiveness, industry responsiveness, end user training, end user responsiveness

On-site touch labor support
20% solution rate of on-site problems

Failure to achieve requires evaluation of base manning standard, base training standard, trouble ticketing tool, enterprise management system, NOSC responsiveness, industry responsiveness, end user training, end user responsiveness

Consolidation Effects




Encryption
Effect of encryption on service delivery point (latency, reliability, maintainability, ease of operations, security)

If encryption is adversely adding latency to most critical information system’s performance, reevaluate AF Community of Interest Network Design, relook our encryption toolset

Encryption
Effect of encryption at Community of Interest boundary (latency, reliability, maintainability, ease of operations, security)

If encryption is adversely adding latency to most critical information system’s performance, reevaluate AF Community of Interest Network Design, relook our encryption toolset

Encryption
Effect of encryption at end device (latency, reliability, maintainability, ease of operations, security)

If encryption is adversely adding latency to most critical information system’s performance, reevaluate AF Community of Interest Network Design, relook our encryption toolset

Size Base
Impacts on bandwidth, NOSC manning, NOSC servers, GCSS-AF IF, portal, etc….

Design of infrastructure, manning standards, and training requirements (to standard) will be the result of study base size and its interrelationship to NOSC size

Standardization
Change in standardization on base (need current benchmark)

Use of enterprise management tools to implement and maintain

Affect on bandwidth



Configuration management
Change in configuration management on base (need current benchmark)



Non maintenance of configuration standards will require relook into the enterprise management tool, downward directed program notification, and end user compliance with direction

AF Directory structure
30 minute responsiveness to requested change in directory restructure

Failure to achieve requires evaluation of container owner responsiveness to requesting unit/person

ANG and AFRC manning and training
Do the manning and training standards provide adequate capability for ANG and AFRES personnel competency and manpower generation

Relook enterprise strategy and ANG and AFRC manning
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GCSS-AF Reference Architecture

Cross-Business 

Interoperability

Infrastructure

Integration 

Services

Technical Services

		IIntel, HP, Sun



		JJava Virtual Machine, Java Development Kit



		CORBA/IIOP,  HTTP/HTTPS, TCP/IP, COM+, ODBC, JDBC



		SServices : Naming, Event, Persistence, Life Cycle, Concurrency, Externalization, Relationship, Transaction, Query, Time, Licensing, Property, Security, Trading, Collection 

		FFacilities : User Interface, Task Mgmt, Information Mgmt, System Mgmt, Vertical Market,  Internationalization



Middleware / Protocols

		CCross Business Area (financial, logistics, personnel, medical etc.) and Business Area specific functional components



		IInteroperability capabilities & constraints



		CCollections of components organized to facilitate a business process.

		PPackaged applications (I.e. SAP, Oracle Financials) 

		 Legacy Wrappered Systems



Integration 

Framework

Application 

Framework

Unique Business Area Components

















Hardware Platforms
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Current Network Management Task Distribution



- This slide depicts the current break out of network functions among the three tiers (base, majcom, AF level)







Base



· Firewalls



· Routers/Switches



· Internal Domain Name Svr



· External Domain Name Svr



· Network Intrusion Detection



· Remote Access Server



· Mail Servers



· File Servers



· Application Servers


· Public Web Servers


· Web Caching/Proxy Svrs


· Restricted Web Servers



· Help Desk (Software)



· Help Desk (Hands-on)



· Backup Services



· Host Based IDS Manager



· Security Mgmt Servers


· Network Scanning


· Configuration Management





NOSC



· Event Management 



· Situational Awareness


· GAL Management





AFNOC/AFCERT



· WAN Management



· Application Help Desk


· IP Address/DNS Management


· GAL Management


· Network IDS Monitoring


· Virus Cell


· Network Vulnerability Analysis
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Future NOSC Physical Architecture

DMZ

NIPRNET

Layer 2

Switch

Public

Resources

Closed mode VPN's will be

used to extend DMZ to remote

sites.

Load balancing and

redundancy engineered as

appropriate for the resource

availability requirements

VPN

45Mbps

45Mbps

45Mbps

45Mbps

Remote

Access

Servers























































































































































































































































































Internet































































































































































































































NIPR SDP































































































































































































































NIPR SDP















































































































































































































Load

Balancer















































































































































































































Load

Balancer





































































































































































































































































































































































































Intrusion

Detection





































































































































































































































































































































































































Intrusion

Detection





































































































































































































































































































































































































Web

Content

Cache





































































































































































































































































































































































































Web

Content

Cache





































































































































































































































































































































































































FireWal

l





































































































































































































































































































































































































FireWall















































































































































































































Layer 2

Switch















































































































































































































Layer 2

Switch





















































































































































































































































































































































































































SMTP

Filter





































































































































































































































































































































































































SMTP

Filter























































































































































































































Layer 2

Switch















































































































































































































Layer 2

Switch















































































































































































































Load

Balancer















































































































































































































Load

Balancer























































































































































































































































External































































































































































































































External







































































































































































































































Router































































































































































































































Rorter









































































































































































































































































































































































































DMZ

FireWall





































































































































































































































































































































































































DMZ

FireWall



















































































































































































































Layer 2

Switch

































































































































































































Public

Resources



















































































































































































































































































































- This is the proposed architecture for a MAJCOM NOSC

- The key is to have load balanced protection with fail-over capability

- We need to evaluate state-of-the-art equipment to support a state-of-the-art operation

- This is the same slide briefed by AMC but with the RAS added to the DMZ.  Once the NIPRNET connections are terminated at the bases, the RAS will have to move up to the NOSC (no back doors)



-  THIS SLIDE DOES NOT INDICATE BOUNDARY PROTECTION BETWEEN NOSCS

  -- There is a good argument to install boundary protection on the links that connect NOSCs 

  -- Until we improve our security to the desktop level, there will still be risks of back doors that won’t be detected 
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Our Network as a Weapon System Platform

Treat the network like a weapon system . . .

	It must be monitored, managed, and maneuvered

Software and Component Failures, Network Congestion, and Attacks must have 

 immediate analysis.  Deconfliction is essential for proper COA development

Sustaining Ops, recovery, and reconstitution are essential during/after network failure or CNA. . . And can be enhanced through effective Network Operations
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- This slide was taken directly from a DISA briefing (minor word changes were made)

- The bottom line is that network incidents may be caused by CNA or network failures...it doesn’t matter what caused the failure, the network must be restored to full functionality to support the warfighter







UNKNOWN-0
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End State

 “Environment where expeditionary airmen operate anywhere, anytime, and rapidly exploit information to effectively and securely execute operational missions faster, better, and cheaper.”



		Web based, standard data elements

		User controlled  

		Easy to generate, obtain, manipulate, disseminate and store information

		Secure and robust connectivity

		Collaborative capabilities

		Sustainable

		Conserves IT manpower





Use the power of the web - following industry’s example.

Put the power of the web into the hands of the user -- the user knows what he needs -- just make it easy for him to get it -- let the user generate, obtain, manipulate, store and disseminate info -- like the web we use at home (e.g. Amazon -- don’t need training).

Secure and robust -- we’re military -- assured connectivity can mean life and death.

- Increase secure collaborative capabilities - virtual meetings - horizontal flow of information.

- Sustainable - mention difficulties of recruiting and retaining IT professionals.










